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Proliferating applications of deep learning, along with the prevalence of large-scale text datasets, have re-
volutionized the natural language processing (NLP) field, thereby driving the recent explosive growth.
Nevertheless, it is argued that state-of-the-art studies focus excessively on producing quantitative performances
superior to existing models, by playing “the Kaggle game.” Hence, the field requires more effort in solving new
problems and proposing novel approaches and architectures. We claim that one of the promising and con-
structive efforts would be to design transparent and accountable artificial intelligence (AI) systems for text
analytics. By doing so, we can enhance the applicability and problem-solving capacity of the system for real-
world decision support. It is widely accepted that deep learning models demonstrate remarkable performances
compared to existing algorithms. However, they are often criticized for being less interpretable, i.e., the “black
box.” In such cases, users tend to hesitate to utilize them for decision-making, especially in crucial tasks. Such
complexity obstructs transparency and accountability of the overall system, potentially debilitating the de-
ployment of decision support systems powered by Al Furthermore, recent regulations are emphasizing fairness
and transparency in algorithms to a greater extent, turning explanations more compulsory than voluntary. Thus,
to enhance the transparency and accountability of the decision support system and preserve the capacity to
model complex text data at the same time, we propose the Explaining and Visualizing Convolutional neural net-
works for Text information (EVCT) framework. By adopting and ameliorating cutting-edge methods in NLP and
image processing, the EVCT framework provides a human-interpretable solution to the problem of text classi-
fication while minimizing information loss. Experimental results with large-scale, real-world datasets show that
EVCT performs comparably to benchmark models, including widely used deep learning models. In addition, we
provide instances of human-interpretable and relevant visualized explanations obtained from applying EVCT to
the dataset and possible applications for real-world decision support.

1. Introduction

With the prevalence of big data and developments in related tech-
nologies, there has been considerable interest in computational lin-
guistics and text analytics [1,2]. One of the critical driving forces that
brought about such a trend is proliferating applications of deep learning
in natural language processing (NLP). Reports indicate that more than
seven out of ten contemporary work in the most prestigious NLP con-
ferences propose or utilize deep learning models [3]. Furthermore,
novel deep learning models are demonstrating breakthrough perfor-
mances in various NLP tasks, e.g., machine translation, video cap-
tioning, and speech recognition [4]. Nevertheless, it has also been ar-
gued that state-of-the-art studies at the intersection of deep learning
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and NLP are more concerned to demonstrate superior quantitative
performances over existing models, i.e., playing “the Kaggle game.”
Hence, it is imperative for the long-term growth of the field and pro-
gress if more effort is invested into new problems, approaches, and
architectures [5].

We claim that one of the venues for a significant contribution to the
field would be to design transparent and accountable artificial in-
telligence (AID) systems for text analytics. By doing so, we can enhance
the applicability and problem-solving capacity of the system for real-
world decision support. It is evident that cutting-edge deep learning
algorithms, such as Convolutional Neural Network (CNN) or Recursive
Neural Network (RNN), demonstrate outstanding performances com-
pared to conventional machine learning (ML) algorithms, sometimes
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super-human [6]. However, they are often criticized for being ex-
cessively complex and large, and thereby less transparent and inter-
pretable — i.e., the “black box” algorithms [7,8]. In such cases, users
tend not to trust the system for decision support [8,9]. Moreover, recent
regulations are emphasizing fairness and transparency in algorithms,
requiring explanations [10]. Finally, inherent biases and quality issues
in big data [11-14] are intensifying the need to enhance the transpar-
ency and interpretability of underlying prediction models.

In this study, we propose a novel framework, Explaining and
Visualizing Convolutional neural networks for Text information (EVCT), to
effectively model non-linear text data and explain the results at the
same time. Our framework efficiently reduces the dimensionality of the
input space while considering the semantic structure of the sentence by
obtaining low-rank subspaces [15]. By doing so, we can minimize the
loss of information while enhancing the computational efficiency of the
deep learning model and human-interpretability of results by adding
sparsity constraints [16,17]. Also, we adopt a state-of-the-art method to
explain CNN models for image data, i.e., the Class Activation Mapping
(CAM) technique [18], to localize semantically salient tokens in the
sentence and explain the prediction process. We demonstrate the ap-
plicability of our proposed framework with large-scale text datasets for
sentiment prediction, automated essay scoring, and review mining. Our
proposed model demonstrates a comparable performance to existing
benchmark algorithms, including RNN, CNN, and contemporary sen-
tence embedding [19]. Moreover, we demonstrate how we can enhance
the transparency and accountability of the model by providing more
human-interpretable and relevant explanations.

The rest of the paper is organized as follows. In Section 2, we de-
scribe the background of the study by reviewing relevant literature in
(1) text analytics and deep learning and (2) explainable AI and deci-
sion-making. Section 3 presents the proposed method of this paper, i.e.,
the EVCT framework. Section 4 shows the analysis results using real-
world text datasets. In addition, we show how the EVCT framework can
be used to effectively interpret the prediction results and explanations
that can be utilized for real-world decision support. Finally, the con-
clusion of this study, along with potential limitations and future work
are discussed in Section 5.

2. Research background
2.1. Text analytics and deep learning

With the exponential growth in the amount of unstructured data
and developments in information technologies to store and process such
data, there has been a huge surge of interest in text analytics. According
to the International Data Corporation, the size of the global data sphere
is projected to grow astronomically, estimated to be 175 Zettabytes by
2025 compared to 33 Zettabytes in 2018. Moreover, the vast majority
of the data generated are in unstructured formats, such as text, image,
and video [20]. Fueled by the coincidental advances in deep learning
during the last decade including CNN and RNN, deep neural networks
have been increasingly adopted for computational linguistics [4]. Deep
learning guru Geoffrey Hinton mentioned, “the most exciting areas over
the next five years will be understanding text and videos” in 2014 [5].
Reflecting the trend, the proportion of deep learning papers in major
NLP conferences has increased dramatically between 2012 and 2017,
reaching around 70% [3]. That is, seven out of ten cutting-edge studies
presented in the most prestigious NLP conferences propose or utilize
deep learning models. However, at the same time, it has been claimed
that recent studies inordinately focus on outperforming benchmark
performances by playing “the Kaggle game.” It would be desirable to
invest more effort into problems, approaches, and architectures [5].
Therefore, we aim attention at proposing a novel method to outperform
the state-of-the-art and enhance the applicability and problem-solving
capacity of the method for real-world decision support. Accordingly, in
this section, we review relevant deep learning methods to effectively
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model high-dimensional textual data used for real-world decision-
making.

One of the distinctive characteristics of text data is extremely high-
dimensional feature spaces. With the prevalence of extensive datasets,
such tendency is more pronounced, wherein many new corpora have
tens of thousands, sometimes millions, of unique tokens. To overcome
the curse of dimensionality problem from large-scale data, embedding
methods were proposed to express the distributed representation of
words in a lower dimension. Word2vec [21] is the most established and
widely used method for obtaining low-space word representations.
Utilizing the Word2vec architecture, one can represent each token as an
n-dimensional vector. Usually, n is set much smaller than the number of
unique tokens in the corpus, e.g., 300. Inspired by the success of
Word2vec, other approaches to represent text on a sentence, paragraph,
or document level with a slightly tweaked neural network architecture
were proposed. Nevertheless, they have not been as successful as
Word2vec. An alternative approach to obtain efficient representation
on a higher level is to utilize post-processing techniques for di-
mensionality reduction. There are largely two methods in reducing the
dimensionality of the embedding space - row-wise reduction
[15,19,22] and column-wise reduction [23,24] in the projection matrix.
Column-wise reduction techniques further reduce the dimensionality of
the embedding space (n) by eliminating the common mean vector [23]
or by obtaining principal components [24]. Row-wise reduction tech-
niques attempt to reduce the number of features by obtaining low-rank
subspaces or fixed-dimensional representation, i.e., sentence embed-
ding, for multiple words. It has been demonstrated that most in-
formation in a sentence can be captured by a low-dimensional subspace
spanned by top-n principal components. On an average, top-3, top-4,
and top-5 components capture 70%, 80%, and 90% of information,
respectively [15]. By concatenating top-k components, a fixed-dimen-
sional feature vector for a document can be obtained. It has been de-
monstrated that a simple averaging of word vectors in a sentence can
outperform sophisticated models in NLP tasks [22]. Furthermore, Arora
et al. [19] proposed a simple weighting scheme of word vectors in a
sentence, followed by subtracting the first singular vector, i.e., the
“common component.” The weight of a word w is set to ﬁ, where a
is a hyperparameter and p(w) is the estimated frequency of the word in
the corpus. This simple smooth inverse frequency (SIF) method out-
performs baselines by approximately 10-30%.

Though it has been rarely discussed in-depth, post-processing
methods for word embedding can be highly relevant to decision support
utilizing text data with large volumes. In general, large-scale text da-
tasets have a substantial amount of redundancies and duplicated in-
formation. These, in turn, lead to computational inefficiency and opa-
queness in the deployment of the results. Thus, we argue that by
truncating mostly irrelevant information, the efficiency and effective-
ness of analytics procedures can be significantly enhanced. However,
state-of-the-art methods to reduce the number of features in the em-
bedding space utilize principal component analysis (PCA) [25], which
does not ensure human-interpretability. Within our EVCT framework,
we propose a novel method to enhance interpretability and transpar-
ency by adding sparsity constraints and utilizing surrogate functions.

Another vital research stream in applications of deep learning
models in NLP is concerned with exploiting the flexibility of deep
neural networks in modeling non-linear unstructured data. Text data
significantly differs from other types of data in that the information is
context-dependent. There are two architectures to deal with such se-
quential characteristics of text information, i.e., RNN and CNN. RNN
and its variants have a distinctive architecture from feedforward net-
works to preserve the memory of previous inputs, i.e., hidden states.
RNN-based neural network structure revolutionized many crucial NLP
tasks such as machine translation [26]. However, RNNs are not without
shortcomings. The augmented model structure and additional para-
meters to keep and update hidden states lead to increased computation
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costs. Furthermore, the training process of RNN is computationally
expensive and difficult due to exploding and vanishing gradients -
gradients of errors tend to be near zero (vanishing), or too large (ex-
ploding) [27].

An alternative approach to model high-dimensional, context-de-
pendent text data is to adopt the CNN architecture, a widely accepted
method in computer vision. CNN is a highly effective neural network
architecture to detect and classify objects in an image, mimicking the
mammalian visual system [28]. However, since text data have a dis-
similar structure to image and video data, conventional CNN needs to
be modified to model text data. Adapting CNN for text analysis has been
popularized by recently proposed approaches [29] that are “radically
different” from previous ones that exploit the flexibility of modern CNN
architecture. Collobert et al. [30] set the foundation of CNN for sen-
tence modeling that can be used for various NLP tasks such as part-of-
speech tagging, semantic role labeling, and named entity recognition.
Kim [29] proposed a slight variant to classify sentences, demonstrating
impressive performances despite a simple structure with few para-
meters to train. Given a text input, ap X n matrix representation can be
obtained with word embedding methods such as Word2vec. First, a
maximal number of words to be included (p) has to be arbitrarily set;
sentences having more than p words have to be trimmed and less than p
words padded with zero entries. Then, in contrast to CNN for image
classification, one-dimensional convolution operation and max-over-
time pooling are performed. The maximum element of the vector is
passed onto the next layer, which is connected to a fully connected
layer. In this case, the final output is the calculated probability of each
class, and the sentence is classified as one of the classes with the highest
predicted probability.

We extend and improve the generic CNN architecture for classifying
sentences [29,30] in the EVCT framework for a few reasons. CNN is a
widely accepted method in both image processing and text analytics,
showing a high-performance record in practice. It shows state-of-the-art
performances in several NLP tasks such as sentiment analysis and
speech recognition [29]. Besides, it has a flexible structure to model
various types of unstructured data and allow efficient hardware im-
plementation, adapted by major tech companies and many start-ups
[4]. Finally, there have been many attempts to explain and visualize the
inner workings of CNNs, which remained opaque for a long time. Many
of them, e.g., [18,31-33], are highly successful in providing robust and
reliable explanations of classification results, increasingly used for in-
terpretable text mining [34]. Such explanations and visualizations can
enhance scientific understanding, safety, ethics [7]. Accordingly, we
review previous work in explainable Al in the following section.

2.2. Explainable Al and decision making

Although we covered recent developments mostly in text analytics
so far, state-of-the-art deep neural networks show overwhelming per-
formances in various tasks that have been regarded as insurmountable
for the machine. Machines demonstrating super-human performance
became no more of startling news — cases of world-class humans de-
feated by AI are more and more frequently reported. Sedol Lee, the 18-
time world champion in Go, was defeated by DeepMind's AlphaGo in
2016 [35]. Two years later, AlphaZero, an Al software powered by a
general reinforcement learning, defeated world champion programs in
Go, chess, and shogi (Japanese chess) [6].

Deep learning is not, however, without limitations. Major criticism
toward state-of-the-art complex deep learning models stems from the
inherent opaqueness that hinders trust in the system. Nevertheless, trust
is a critical issue in deploying big data-driven solutions for decision
making in the wild [14]. Users are not willing to accept the solution if
they do not have trust in the system. Therefore, making the model in-
terpretable by providing appropriate explanations is a fundamental step
in building trust and, ultimately, rendering the system more user-
friendly and applicable [8,9]. Furthermore, recent legislative and
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regulatory trends are increasingly demanding fairness and transparency
in algorithms, forcing explanations to be more mandatory than pre-
ferable. For instance, the General Data Protection Regulation, enacted
in 2016 and started taking effect in 2018, entitles humans the right “to
obtain an explanation of the decision reached after such assessment and
to challenge the decision” [10]. Another fundamental reason for ad-
vocating transparency in algorithms in the context of real-world deci-
sion-making arises from inherent biases in data and data quality issues.
Despite its vast potential to create enormous business value in diverse
sectors, big datasets are often incomplete, incorrect, or outdated [11],
and issues related to measurement and dependencies among data are
becoming more substantial [36]. Poor data quality not only hinders
good research in academia [12] but also has a considerable impact on
organizations' decision-making quality in the real world [13,14]. One of
the widely known cases of detecting a data quality issue by improving
the transparency of the overall system utilized the Layerwise Relevance
Propagation method that provides pixel-wise explanations for image
classifiers [37]. The AI system designed to identify horses in images
seemed to be highly successful in the task at a first glance. However, an
ensuing attempt to explain and interpret the classifier revealed that its
decision was primarily based on pixels at the bottom left corner of the
horse images that contained a copyright tag [38]. In other words, the
classifier was overfitted to implicit biases in data such that it won't be
generalized to new image data without the copyright tags. Without the
attempt to reverse-engineer the system by making it transparent, the
users would likely have been complacent with the model's performance
on hold-out data, and a significant pitfall might have gone un-
recognized.

Consequently, explainable Al and ML interpretability are gathering
a substantial level of interest among many practitioners and re-
searchers. Explainable AI aims to build AI systems that can be under-
stood, appropriately trusted, and effectively managed by humans [39].
One of the most critical reasons for advocating for explainable AI in
real-life decision-making scenarios is that it can enhance the transpar-
ency and accountability of the decision support system. Fig. 1 is the
explanation framework adapted from [39]. In general, a well-designed
Al system can provide a reliable recommendation, decision, or action
assumed by the target task, functioning as a decision support system.
Nonetheless, if the system is tremendously large and too complex to be
understood by humans, e.g., in the case of modern deep neural net-
works for large-scale text data, the lack of transparency and account-
ability in the decision-making process may arise. In such cases, ex-
planations are fundamental in addressing the gap, thereby enhancing
the interpretability of the overall system. In turn, more transparent and
accountable prediction models can improve other crucial desiderata of
decision support systems, including trust, safety, ethics, and fairness
[7,8]. Several studies reported improved decision support with ex-
plainable systems, such as those predicting the remaining useful life of
machinery [40], flight trajectory prediction and safety assessment [41],
and risk assessment in cardiovascular diseases [42].

From the data-science lifecycle perspective, interpretable ML has
three major desiderata in light of real-world decision-making — pre-
dictive accuracy, descriptive accuracy, and relevancy [43]. Each is re-
lated to different sources of error in different stages of the data science
lifecycle. Predictive accuracy pertains to minimizing the error arising in
the model stage in which prediction models are designed and con-
structed. In the supervised learning scenario, test accuracy on a hold-
out set is a typical example of predictive accuracy. Descriptive accu-
racy, which is relevant to the post hoc analysis stage, refers to the in-
terpretation capacity of the method to recognize the relationship pre-
viously learned by the ML model. In many cases, practitioners face the
dilemma of maximizing either predictive accuracy or descriptive ac-
curacy for the sake of one another. For instance, primitive ML models
such as logistic regression and decision trees demonstrate high de-
scriptive accuracy since they have a simple structure that allows for
straightforward interpretations. However, they tend to show lower
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Task

Recommendation,

Explainable
Model

Explainable
Interface

Explainable Al System Explanation
The system takes input from the
current task and makes a

recommendation, decision, or action

Decision or Action

Decision

The user makes a
decisionbased on
the explanation

The system provides an explanation
to the user that justifiesits
recommendation, decision, or action

Fig. 1. Explainable AI Framework (adapted from [39]).

predictive accuracy compared to sophisticated models such as deep
neural networks, especially from high-dimensional and complex data.
Finally, relevancy is attained when an interpretation can provide
meaningful insights into the problem of interest. Relevancy is critical in
the deployment stage, considering various factors such as the balance
between predictive and descriptive accuracy, end-user experience, and
fairness and accountability of the model.

A constant effort to build transparent and explainable complex deep
learning models is starting to show significant progress in the field.
According to Doshi-Velez and Kim [7], there are more than 20,000
publications related to ML interpretability between 2012 and 2017.
Given the vast amount of previous work, we restrict our attention to
visualizing and understanding CNN in our study. As mentioned, modern
CNN architecture shows significantly higher performance than con-
ventional ML algorithms and are increasingly applied to solve real-
world problems [28]. Hence, many researchers developed interested in
explaining the algorithm. Since CNN is a suitable method for image
recognition, attempts to visualize the network with tools such as sal-
iency maps and pre-images emerged right from the outset [31,32]. The
primary role of convolution operations in CNN is to extract features
from grid-like data. By observing at which part of the instance CNN is
focusing on, humans can understand the inner workings of the model
on an abstract level. Based on the intuition, CNN is increasingly
adopted for interpretable text mining, e.g., as described by Arras et al.
[34]. Nevertheless, text data possess distinctive characteristics from
image data, as mentioned in the previous section. Although CNN
models for text and image present similarities, assumptions and intui-
tions differ to a certain extent [44]. As they share some common
characteristics, understanding the similarities will enable us to benefit
recent advances in understanding CNN. Meanwhile, recognizing the
differences will let us deepen the knowledge and create improvements
that are text data-specific.

We argue that among diverse methods, weakly-supervised object
localization [45] methods can be effectively adopted for visualizing
CNN for text classification. It is a promising method to obtain a saliency
map to describe features that the network is focused on. By localizing a
salient object that is correlated with a predicted label, one can under-
stand where CNN is focusing on to make a prediction. In the text
classification context, tokens can be regarded as objects and significant
tokens, e.g., sentiment words or proper nouns, probably possess a
strong correlation with the final output. Then, by localizing tokens that
the model is focusing on while classifying an instance, we can have a
grasp on how the model predicted that instance. This is similar to a
human process of understanding language and making judgments. If we

see a restaurant review saying “the food is bland and service is terrible,” it
would be natural to localize salient tokens that convey sentiment or
appraisal, e.g., “bland” or “terrible”.

CAM [18,33] is an established method in visualizing with object
localization that utilizes the global average pooling (GAP) technique to
detect features in the input space and weigh them internally. Each
convolution filter generates a distinct feature map, or activation map,
for the input image f,,(x,y), which represents the activation of unit u at a
spatial location (x,y). GAP generates the spatial average of each feature
map, which can be considered as a scalar summary or representation of
the feature map f,(x,y):

Fe=3f ()
P ¢3)

Then, the flattened vector obtained by GAP is taken into a con-
sequent fully connected layer:

S.= ) wiF"
Zu: (2)

where w,‘ is the weight of the fully connected layer, connecting to the
final weight corresponding to class c. Finally, each S is normalized with
a Soft-max function to calculate the probability for each class [18]:

__e(S)
N ep(S) &)

Here, the critical element of CAM is w,‘, whose elements imply the
importance of each feature map, i.e., f,(x,y). Thus, by combining each
w,¢ and f,(x,y) for all u while fixing ¢, we can obtain a class activation
map, which is essentially an annotated feature map. Further, with a
high localization ability and ease of interpretation, generalizations of
CAM, e.g., grad-CAM [33], were proposed to enhance the applicability
of CAM to diverse deep learning models. However, we identified po-
tential problems of blindly applying CAM to text data without fully
considering the unique characteristics of text data and the target task.
Moreover, we recognized that recent work in the explainable Al and ML
interpretability primarily focused on maximizing descriptive accuracy
while retaining the level of predictive accuracy. Nevertheless, we argue
that maximizing relevancy is also indispensable for model deployment
and decision support. If the interpretation is not sufficiently relevant for
real-world problem solving, users are unlikely to accept it despite high
predictive/descriptive accuracy. We elaborate on this point in the
method section.
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Fig. 2. Bird's-eye View of the EVCT Framework.

3. Method

In this section, we describe the proposed EVCT framework (Fig. 2).
The framework encompasses state-of-the-art methods in both image
processing [18,33] and NLP [15,21,29] while improving human-inter-
pretability by imposing sparsity constraints. EVCT differs from existing
methods since it (1) considers inherent characteristics of natural lan-
guage, e.g., sequential information and low-rank subspaces, (2) pro-
vides human-interpretable explanations of the results by sparsity con-
straints, and (3) is generalizable to other decision support problems
with text information such as sentiment prediction and document
summarization.

First, we adapt and revamp the CAM method [18] to provide vi-
sualized explanations for deep CNNs for text classification. As men-
tioned, CAM is an effective method to localize objects in grid-format
data. Similarly, we can identify essential elements of the sentences, e.g.,
words or phrases, by localizing a part of a sentence that is strongly
correlated with the final output. To achieve such an objective, we
construct a CNN model similar to the one proposed by Kim [29] that

utilizes a one-dimensional convolution operation instead of a two-di-
mensional convolution operation for image data [28]. However, we
replace max-over-time pooling with GAP to obtain a scalar summary of
the feature map (F“). Then, the concatenated F*’s are taken into a fully
connected network to compute final outputs, e.g., probabilities for each
class.

Another aspect of text data that should be adequately considered is
a different format compared to that of image data in general. Data in-
stances in most image datasets have a square or rectangular shape of
fixed width, length, and depth [4]. For instance, all image instances in
the CIFAR-10 dataset have the shape of 32 (width) - 32 (height) - 3
(depth). Moreover, it is relatively easy to reshape an image data in-
stance without the loss of information. However, most instances in text
data, e.g., sentences, paragraphs, or documents, differ drastically from
each other in terms of token lengths. As inputs to CNNs should have
equal lengths, a common approach to deal with varying instance
lengths is to set the hyperparameter p to designate the maximum length
of instances. Doing so will trim the instance if the length of the instance
is larger than p and pad the instance with zero if the length is smaller
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Table 1
Loading results with PCA and SPCA [16].
PCA SPCA

Variables PC1 PC2 PC3 PC1 PC2 PC3
A%t —0.404 0.218 —0.207 —0.477 N/A N/A
V2 —0.406 0.186 —-0.235 —0.476 N/A N/A
V3 —-0.124 0.541 0.141 N/A 0.785 N/A
V4 -0.173 0.456 0.352 N/A 0.620 N/A
V5 —0.057 -0.170 0.481 0.177 N/A 0.640
V6 —0.284 —0.041 0.475 N/A N/A 0.589
v7 —0.400 —0.190 0.253 —0.250 N/A 0.492
V8 —0.294 —-0.189 —0.243 —0.344 —0.021 N/A
\'% —0.357 0.017 —0.208 —0.416 N/A N/A
Vi1 -0.379 —0.248 -0.119 —0.400 N/A N/A
V12 0.011 0.205 —0.070 N/A N/A N/A
V13 0.115 0.343 0.092 N/A 0.013 N/A
V14 0.113 0.309 —-0.326 N/A N/A —-0.015
Variance 32.4 18.3 14.4 28.0 14.0 13.3

Note: ‘N/A' indicates zero loadings

than p. After processing, one obtains a p by n matrix, where n corre-
sponds to the dimensionality of representational space obtained by
token embedding methods such as Word2vec [29].

For demonstration, assume that we have two tweets, T1: “Just
bought new iPhone!” and T2: “I definitely love the design of new iPhone 11,
but do not want to spend a fortune on a device” while setting p = 5. T1 (4)
is shorter than p, and T2 (20) is considerably longer — two instances as
inputs without processing would not work for CNN. Hence, a common
approach entails padding the last three rows with zero for the input
matrix corresponding to T1 and trimming T2 to “I definitely love the
design” to fit into p by n matrix. A potential problem is that a significant
loss of information may arise while processing questions much longer
than p. In the example above, the information in the latter part of T2,
i.e., “but do not want to spend a fortune on a device”, is lost as a result of
trimming. However, there might reside critical information in this part
of the question in classifying this tweet. It is not difficult to recognize
that the central message of this tweet resides in the latter part of the
sentence, after “but.” Thus, when classifying this sentence as having
positive or negative sentiment, the model (and possibly most humans)
will judge the sentence as positive if only the first five tokens are pro-
vided. Nonetheless, the tweet conveys more of a negative message
(iPhone is too expensive) than positive (the design is attractive).

We adapt the algorithm for low-rank sentence representation, i.e.,
row-wise word embedding reduction [15], to reduce the dimensionality
of the sentence while minimizing the information loss. The algorithm
represents a sentence as low-rank subspaces obtained from applying a
dimensionality reduction technique, i.e., PCA, to vector representations
of words in the sentence. After running PCA, vectors representing top-k
components can be concatenated to represent a sentence. By doing so,
we can set the dimensionality of features representing each sentence
and minimize the loss of information from reducing it. However,
though PCA is a transparent model per se, it does not guarantee human-
interpretability. Even though principal components are linear combi-
nations of input features, such linear mapping patterns can be less in-
terpretable than expected. Especially, if we set the number of tokens (p)
and/or the number of components (k) high, it would be more chal-
lenging to perceive which token is correlated with which component. If
interpretations are not human-interpretable, they are less relevant in
the data science lifecycle and unable to support real-world decision-
making. A similar claim was made by Lage et al. [46]. A decision tree
model with 5000 nodes is not human-interpretable while one with five
nodes can be. That is, it is not the choice of the algorithm itself, but the
complexity in the representation and the perception of the user that
matters more in light of human-interpretability.

Algorithm 1. Procedure for obtaining sparse, low-rank sentence
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representation.
Input: a sentence s, word embeddings v(-) with dimensionality n,
and Sparse Principal Component Analysis (SPCA) rank N.
Compute the first N principal components of samples v(w’), w’ € s,
U, Uy, ..., Uy < SPCA(v(W),w’ € ),
V<~ (ul,U2, ...,UN)
Output: N by n matrix representing the sentence s

To improve the representation and maximize human-interpret-
ability, we propose adding a sparsity constraint on the component
loadings by replacing PCA with sparse principal component analysis
(SPCA). SPCA imposes regularization penalty on the components to
provide sparse loadings, i.e., derives a small set of components that are
most efficient in reconstructing the input. Among many formulations of
SPCA, we adopt the algorithm presented by Mairal et al. [17], which is
a widely accepted algorithm for sparse coding. Given N X K data ma-
trix X, where N is the number of instances and K is the number of
features, we attempt to find U and V such that.

minimize £ 11 X = UVIE + 2 IVl

A “@
while satisfying |U; || = 1 forall0 < t < Nomponenss- Here, ||V]| is the
Ll-norm of the matrix V and A is the regularization parameter con-
trolling the level of regularization for V. As a result, the variance of
SPCA is smaller than that of PCA in general, thereby enhancing the
human-interpretability of findings [16]. Table 1 is the demonstration of
loading results with PCA and SPCA [16]. It can be easily observed that
the loading result with SPCA is more understandable and intuitive than
with PCA. Algorithm 1 describes our improved procedure for obtaining
sparse, low-rank sentence representations. Coefficients of such sparse
combinations for loadings can be easily obtained by learning linear
regression as a surrogate function, with input as word vectors and
output as sparse components.

4. Analysis
4.1. Experimental settings

We evaluate and validate our framework with three large-scale
public text datasets — airline Twitter sentiment, automated essay
scoring, and LibraryThing reviews datasets. Twitter sentiment dataset is
provided by Figure Eight (formerly Dolores Lab, Crowdflower), a
human-in-the-loop ML and AI company. They provide crowdsourced
datasets for various tasks, including image classification, linguistic re-
lationships, drug relations, etc. In the airline sentiment dataset, 14,605
tweets posted during February 2015 regarding six US airline companies
are scraped and manually annotated as positive, negative, or neutral.
Among 14,605 tweets, there are 9169, 3082, 2354 tweets that are
tagged as negative, neutral, and positive, respectively. After pre-pro-
cessing to remove stopwords and training a Word2vec model [21], we
randomly split the data into training and test datasets in a 7:3 ratio.
Then, we train the proposed model in the EVCT framework and
benchmark models for multi-class prediction - i.e., predicting each in-
stance as neutral, positive, or negative. The benchmark models include
(1) RNN with Gated Recurrent Unit cells [26], (2) CNN without post-
processing [29], (3) conventional ML algorithms — logistic regression
(LR), support vector machine (SVM), random forest (RF), and decision
tree (DT) — with post-processed features by SIF, (4) LR, SVM, RF, DT
models with post-processed features by PCA, (5) CNN with post-pro-
cessed features by PCA, and (6) LR, SVM, RF, DT with post-processed
features by SPCA.

The automated essay scoring dataset provided by the Hewlett
Foundation comprises 12,978 essays written by students in grade levels
between seven and ten. There are six types of essay sets in the training
data, and each essay is hand-graded by two or three independent raters.
As a reliable automated essay scoring system can provide an affordable
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and scalable solution from a pedagogical and economic perspective,
there have been many studies to predict ratings with the dataset, e.g.,
[47]. Since essays in different sets have diversified structures and var-
ious possible ranges for ratings and there are sufficient numbers of
words in each essay, we only included 1800 essays in the second set.
The maximum value of scores is 6.0 and the minimum is 1.0; the scores
are normalized to fit into the range [0, 5]. Similar to the airline dataset,
the essay scoring dataset is split into training and test datasets in a 7:3
ratio after training a Word2vec model, i.e., 1260 training data instances
and 540 test instances. Then, the same benchmark models except Linear
Regression (LinR) instead of LR, along with the proposed model, are
trained and evaluated. LibraryThing.com is a website for cataloging
information for a large number of books. It stores diverse metadata for
books and user-generated reviews and rating information. Accordingly,
the LibraryThing reviews dataset comprises user comments and ratings
on books [48]. Though the dataset also includes social network in-
formation among users for the social recommendation, we focus on
mining user comments to predict the ratings on each item in this study.
Among 979,053 user-item interaction records each comprising the
rating of the user on the item and review comment, we randomly
sampled 50,000 instances for efficient training and evaluation. Then,
the data are processed and analyzed similarly to the automated essay
scoring dataset except that ratings lie in the range of [0, 5] though not
normalized.

All in all, there are different types of data with short documents,
long documents, and mixed-length documents in varying domains such
as social media, automated scoring, and product cataloging in our pool
of train/test datasets. Tweets are generally short, limited to less than
280 characters by Twitter. Conversely, essays written by students are
generally longer than tweets with an average length of about 350
words. Reviews vary significantly in terms of lengths, the shortest one
having just one word and the longest review with 3497 words among
sampled instances. Therefore, we can more rigorously evaluate the
proposed framework with various testbeds having different data sizes,
tasks, and domains. In the following section, we illustrate the evalua-
tion results.

4.2. Evaluation

This section evaluates the EVCT framework in terms of text classi-
fication performance and compares it with benchmark methods deli-
neated in the previous section. We fixed the hyperparameters as sum-
marized in Table 2. The sizes of word embedding and prediction
window were set comparatively small since the documents and size of
unique tokens are mid-sized, and we chose the skip-gram model ar-
chitecture as it shows better performance in semantic tasks in general
[21]. Finally, the number of principal components (k) is set to five.
According to Mu et al., [15] approximately 90% of energy in a sentence
can be captured by rank-5 subspaces on average.

We first compare the classification performances of different models
in the sentiment prediction task with airline tweets. In multi-class
classification, i.e., classifying each tweet as negative/positive/neutral —
we report the average accuracy score and the balanced accuracy score
to consider class imbalance. There are more negative tweets (9169)
than neutral (3082) or positive (2354) ones in the dataset. The balanced
average score is the average of recall on each class, which is claimed as
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Table 3
Summary of multiclass prediction results.

Post-processing method Prediction model Accuracy Balanced accuracy
None RNN 0.6142 0.486
None CNN 0.6909 0.591
SIF LR 0.7445 0.6244
SVM 0.7534 0.6271
RF 0.7402 0.6048
DT 0.6411 0.5553
PCA LR 0.6597 0.4485
SVM 0.72 0.5563
RF 0.6643 0.5042
DT 0.5716 0.4857
CNN 0.7527 0.6365
SPCA LR 0.665 0.48
SVM 0.7092 0.5396
RF 0.6677 0.5079
DT 0.5734 0.4738
CNN 0.768 0.6479

Note: Accuracy is rounded to the fourth digit after the decimal point.

superior generalizability than the average accuracy and cross-valida-
tion results [49]. Table 3 is a summary of the classification results. It
appears that the proposed method in this paper, combining post-pro-
cessing methods for word embeddings and one-dimensional convolu-
tion operation, bears superior results in both classification accuracy and
balanced accuracy scores to benchmarks. Also, perhaps surprisingly,
adding sparsity constraints to the post-processing method shows a su-
perior result than the existing method. We conjecture that this is due to
further suppressing the curse of dimensionality problem by reducing
the number of features.

Then, we compare the prediction performance of the automated
essay scoring task. Since the output variable, i.e., the essay scores, is
continuous, we compare the performance in terms of metrics for re-
gression tasks — i.e., mean absolute error, median absolute error, and
mean squared error. Table 4 is a summary of automated essay scoring
prediction results. It seems that SIF is a superior choice than PCA and
SPCA in this case, resulting in slightly better results. One plausible
explanation for the better performance of SIF is a lower level of noise
and variance in the documents. Compared to tweets and online reviews,
essays are highly structured with refined language. In other words,
documents are relatively similar to each other and there is not much
inessential information. Therefore, the simple weight-and-average
scheme is more effective than obtaining principal components and
dropping a vast majority of information in a document.

Finally, we report the rating prediction results (Table 5). It appears
to be a contrasting trend to the essay scoring results, and PCA-based
methods perform superior to other methods. Comparing with the trend
in Table 4, this implies a subtle yet essential insight into the nature of
text data. We suspect that one of the probable reasons for such a trend is
a significant variance in the length of documents - the longest review
comprises 3497 words whereas the shortest one is only one word in the
training data. In general, longer texts that are posted anonymously on
the Internet have more superfluous and repetitious tokens compared to
shorter ones. In such cases, removing unnecessary information by di-
mensionality reduction is prone to result in more efficient learning of
indispensable patterns by the supervised model.

To summarize, combining a post-processing method for word

Table 2
Hyperparameter settings for evaluation.
Hyperparameter Setting Description
Size of word embedding 30 Dimensionality of the projected vector space
Word2vec architecture Skip-gram Choice of neural network architecture
Size of the prediction window 5 Ten words (five preceding and five succeeding ones) are predicted with the Skip-gram model

Number of principal components 5

Sentences are reduced to five principal components
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Table 4
Summary of automated essay scoring prediction results.
Post-processing Prediction Mean Median Mean
Method model absolute absolute squared
error error error

None RNN 0.6756 0.6549 0.6785

None CNN 2.43 6.52 2

SIF LinR 0.5182 0.4444 0.4403
SVM 0.4985 0.3989 0.4207
RF 0.5152 0.4202 0.45
DT 0.5944 0.787 1

PCA LinR 0.6366 0.6499 0.5183
SVM 0.6639 0.6163 0.5612
RF 0.5127 0.4172 0.3999
DT 0.624 0.824 1
CNN 0.5916 0.5411 0.553

SPCA LinR 0.6515 0.6759 0.5236
SVM 0.6639 0.6163 0.5612
RF 0.5453 0.4765 0.5
DT 0.6814 0.9444 1
CNN 0.5206 0.4445 0.4339

Note: Errors are rounded to the fourth digit after the decimal point.

Table 5
Summary of rating prediction results.
Post-processing Prediction Mean Median Mean
Method model absolute absolute squared
error error error

None RNN 0.7624 0.9898 0.8997

None CNN 0.7624 0.9903 0.9

SIF LinR 0.7271 0.8537 0.6649
SVM 0.6952 0.8143 0.5993
RF 0.6975 0.8052 0.605
DT 0.9395 1.65 1

PCA LinR 0.672 0.8225 0.5519
SVM 0.654 0.8097 0.5308
RF 0.6373 0.7888 0.49
DT 0.8381 1.4851 1
CNN 0.6723 0.8542 0.5819

SPCA LinR 0.6824 0.8454 0.5716
SVM 0.6536 0.8372 0.5199
RF 0.6879 0.911 0.5499
DT 0.8761 1.592 1
CNN 0.654 0.854 0.526

Note: Errors are rounded to the fourth digit after the decimal point.
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embedding and CNN deep learning architecture allows for comparable,
if not superior, performances to existing approaches in sentence clas-
sification and embedding, e.g., [19,26,29]. We discovered when row-
rank approximation can be more effective compared to average sen-
tence embedding, i.e., modeling documents with widely differing
lengths, and vice versa. Also, we observed that adding sparsity con-
straints to the post-processing method to obtain principal components
of the projected representation space can further reduce the level of test
error in some cases by suppressing the curse of dimensionality. In the
next section, we demonstrate that adding sparsity constraints can en-
hance the human-interpretability of text information and the overall
relevancy of the system as well.

4.3. Explanations and visualizations

Explanations and visualizations of the classification results with
EVCT can be carried out hierarchically. First, class activation maps of k
principal components (k = 5 in our case) can be obtained using the
linear regression algorithm as a surrogate function for interpretability.
Then, the word vectors comprising each component are back-tracked
with the embedding matrix. In a sense, there is a hierarchy of ex-
planations - identifying principal components for keyword extraction of
sentences and visualizing activation maps to interpret the learning
process of the CNN model.

Fig. 3 is an example of a visualized explanation provided by EVCT
on a component level, with one of the sentences in the training dataset.
The sentence is the 4001st instance in the airline dataset, i.e., tweet
#4001, with original content “@united it's messed up to refuse to wait 10
min after united is at fault for delay but to leave early is absolutely dis-
gusting.” The sentence is identified as negative (class label 2) with the
probability of 0.989 and the true label is negative. That is, the model is
correctly classifying the tweet as conveying negative sentiment. A sal-
iency map for principal components of the sentence is provided: the
darker the block, the more salient the role of the component in classi-
fication. The first three components, i.e., PC1, PC2, and PC3, are crucial
in classifying the sentence as negative.

By observing visualizations such as illustrated in Fig. 3, one cannot
know which individual words contributed to classification. Only the
effect of principal components can be estimated. Hence, another sal-
iency map can be created, which maps each token to different principal
components (Fig. 4). This is obtained by applying the absolute value of
the coefficients obtained by the linear regression function. Now, one
could see which word has a significant influence on which principal
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Fig. 3. Component-level visualization and explanation for tweet #4001.
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Fig. 4. Token-level Visualizations for Components of tweet #4001 obtained by PCA.

component. For instance, the token “min” is relevant in components
one and two and “delay” in component three. Nevertheless, it is not easy
to interpret the matching patterns between the components and tokens
since the weights are widely distributed with a large variance. That is,
the interpreter tends to be distracted by excessive information in the
visualization that surpasses the information processing capability. Such
information overload possibly leads to poor reasoning and ineffective
decision-making.

Therefore, we propose to replace the visualization for component-
token mapping with one obtained by SPCA. Fig. 5 is the token-level
visualization of tweet #4001 obtained by training linear regression
surrogate function with SPCA loadings. It is easier to interpret the re-
sults since the weights are less distributed. Tokens “10”, “min”, and
“delay” are highly correlated with PC1, PC2, and PC3, respectively.
According to the component-level explanations, the three principal
components (PC1, PC2, and PC3) are crucial in determining the sen-
tence as negative. Thus, we could explain that with a common-sensical
explanation, the user is unhappy with a 10-minute delay that occurred
while using the United Airlines flight service. Such arguments meet the
explanation evaluation criteria, which are coherence, simplicity, and
generalizability [50]. In short, sparsity constraints can improve the
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quality of explanations and the ensuing decision-making process.

5. Conclusion

In this study, we proposed a novel framework for text classification
while providing human-interpretable explanations and visualizations of
results to enhance the transparency and accountability of the decision-
making process. Our proposed EVCT framework integrates established
methods from NLP [15,21,29] and computer vision [18,28] while im-
proving the predictive performance and relevancy of results. We tested
the applicability of EVCT using three large-scale public text datasets
having distinct characteristics. Evaluation results reveal that the EVCT
framework can effectively minimize the loss of information while en-
hancing the explanations for the prediction performed by the algo-
rithm.

The present study has a few limitations. It can be computationally
expensive to complete the three-step process of learning word embed-
dings, finding the sparse principal components, and training the su-
pervised prediction model. With recent developments in large-scale
computation such as Platform as a Service (PaaS) and cloud computing,
we were able to carry out the analysis with a single commodity
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Fig. 5. Token-level Visualizations for Components of tweet #4001 obtained by SPCA.
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machine. However, computational costs can increase exponentially for
other text datasets with a much larger size. Especially in the context of
real-world decision support, optimizing the overall process to minimize
the burden of computation and obtain actionable results on time gets
even more compelling. Therefore, future work can improve the training
process of each step to minimize the burden of computation even in the
presence of very large data. For instance, more recent word embedding
methods than Word2vec with improved convergence time can be uti-
lized and the optimization process of SPCA can be revamped for better
computation and representation. Also, transfer learning, a widely ac-
cepted method for effective and efficient training of large-scale pre-
diction models [51], can be utilized with massive external text data. It
has been claimed that combining deep learning and transfer learning
can bear promising results in decision support [52]. Another potential
limitation of this study is that we were only able to provide intuitive
evaluations of the visualized explanations and the following inter-
pretations. Although objectively assessing the engendered explanations
is a vital task, there is a lack of widely accepted standard methods for
evaluating explanations in the field [53]. Some studies have relied on
simulated experiments on human participants, e.g., [9,54], while others
proposed quantitative metrics to evaluate synthetic explanations e.g.,
[53,55]. Nonetheless, we agree with Doshi-Velez and Kim [7] in that
there is no one-size-fits-all solution to evaluating explanations. For in-
stance, when evaluating explanation mechanisms in terms of sparsity, a
model sparse in features can differ considerably from one sparse in
prototypes. Also, the notion of human-interpretability can vary across
end-users, depending on their ultimate purpose, data literacy, domain
knowledge, etc. Therefore, we again emphasize maximizing the re-
levancy of the overall data-science lifecycle perspective [43]. Ex-
planations should be evaluated in an application-driven manner while
mindfully considering the ultimate purpose of the data-science project
and end-users' expectations. Since our deep learning models for text
analysis were intended for non-expert users in a low-stake situation, we
focused on evaluating the explanations with generic, common-sense
evaluative criteria for the explanations provided by Thagard [50]. Fu-
ture work can extend the existing work, including our study exploring
how the nature of a problem and possible applications can change
appropriate evaluation methods. On top of widely used quantitative
and experimental evaluation, rigorously assessing the feasibility and
value of text explanations by rendering them as pragmatic solutions
[56] would be an indispensable future direction for both practice and
research.

The critical contribution of the paper in light of real-world decision
support is two-fold: (1) improving the computational efficiency and
representation capacity by effectively compressing the dimensionality
of the feature space with minimal information loss and (2) enhancing
human interpretability of post hoc explanations by sparsity constraints
and surrogate functions. Therefore, our EVCT framework attempts to
advance both the explainable model and interface in the explainable Al
framework (Fig. 1). We argue that both are highly pivotal directions to
improve the quality of decision-making in practice from a broader data-
science lifecycle perspective [43]. Finally, the EVCT framework can be
generalized to other text analytics problems beyond those covered in
this study, e.g., fake news detection and question & answering. Future
work can investigate the applicability of the EVCT framework on sol-
ving various other problems, at the same time improving and sophis-
ticating the model architecture.
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