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A B S T R A C T

This paper explores an innovative way to find the comfortable settings of a newly designed game under de-
velopment using a computer program. A Japanese crossword game ‘MyoGo Renju’ has been chosen as a
benchmark for this research, whereas some important aspects such as fairness and engagement are evaluated to
find the most optimum settings for the player. The game ‘MyoGo Renju’ can be played by Japanese language
learners with competitive purposes as well as educational purposes. An artificial intelligence program of the
‘MyoGo Renju’ has been developed and various parameters had been evaluated such as board size, word length,
bonus point rule, block system, weighted score system, and round mode. The experiment is performed using self-
playing Myogo AI where some interesting results have been demonstrated where the 5 × 5 board with the
minimum word length of 3-g, 3 number of blocks, and 15 Hiragana characters chosen in a single round is
expected to provide the best-expected fairness and engagement to the overall game experiences. The limitations
and future works of the research are also discussed.

1. Problem background

With the rise of video games, research on artificial intelligence (AI) in
game had flourished. In the early days of AI development, most game AI
researchers were trying to make an excellent AI program that beat humans
in board games. The reason is that board games contain some essential
elements of human-like intelligence. The history of AI experts looking for
chess AI can be traced back to the era of Alan Turing and Claude Shannon
where they tried to use the Minimax algorithm to play games. As Abramson
proposed the Monte-Carlo method and applied in the game of Go in 1990
[1], more and more researchers applied it to board games. Recently, the
Monte-Carlo method is applied to not only many kinds of complete in-
formation games, but also some non-complete information games.

Nevertheless, the development of the game itself may also be as
important as the development of the game AI. The feeling of engagement
experienced by the player during the gameplay is an important aspect to
consider by game designers [2]. From the perspective of the game de-
signer, a self-playing AI program can be employed to assess the game and
possibly improve it. This had proven to be fruitful in designing game
content through the procedural content generation (PCG) [3]. The recent

development of high-performance game-playing program (such as Al-
phaZero [4]) had been showed to achieve winning rate beyond what to
be considered to be “fair” between two players in chess and chess-like
games [5], which raised the concerns for designing and developing a
game that maintains the perceived fairness among the players [6].

The history of game design had shown that fairness is an important
aspect that determines the survival of any game. A two-player game is
perceived to be fair if and only if the winning ratio of the players is equal
or nearly so statistically [7,8]. Also, the outcome of engaging games
should always be uncertain until the last moment of gameplay where the
variation in the available options stays constant throughout the games,
called the “seesaw” state [9]. This situation sometimes makes one player
quickly dominate over the other, which likely causes the available op-
tions to be diminished; thus, leading to an uninteresting game.

The goal of this research involves the development and assessment
of the Japanese crossword game “MyoGo” which is conducted by ap-
plying the Myogo AI program to self-play. The self-play experiment is
expected to maximize engagement and maintain the perceived fairness
by utilizing the game progress model and the swing model, respec-
tively, from the game refinement theory [10–12]. This is achieved by
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testing several parameters of the game where the average score reversal
(corresponds to the game’s engagement) and the player’s winning rate
(corresponds to the game fairness) through the aforementioned models
are observed.

The structure of this research is given as follows: Section 2 in-
troduces the overview and regulations of the Myogo game. The devel-
oped AI program based on the Monte-Carlo tree search for the Myogo
game is described in Section 3. Then, the assessment methodology of
the Myogo game using self-playing AI is given in Section 4. Finally,
Section 5 concludes the study.

2. ‘MyoGo’ and game refinement measure

2.1. Rules of MyoGo

‘MyoGo’ is a two-player Japanese crossword puzzle that is still
under development. Players form words by filling Hiragana characters
into the board which scored according to the words they make up (see
Fig. 1). The player with the highest scores in the end wins. Because the
current stage of the game is still being developed, the basic rules and
evaluation methods of the game are introduced. As a starting point of
the game design, the game can be played on a 4 × 4 or 5 × 5 board.
Since the game is a two-player game, black and white are used to re-
present the player and define black to play first.

The following are the specific rules of the game:

• Players fill a Hiragana character into the board and form words to get
scores. The player with the highest score wins and the game ends.

• Blocks will appear randomly in the grids of the board as obstruc-
tions, and players cannot fill the Hiragana character into the blocks.

• The score distribution for each word is determined by the number of
Hiragana characters the player fills in. Among the words, the more
Hiragana characters the player fills in, the more chance the player
can get more score.

• Each word has a different rate bonus according to the level of the
word, and the higher the level is, the higher the rate is;

• If the Hiragana characters the player filled in are without duplica-
tion, the player can receive an additional reward for the final score.

t is worth to note that, compared to the largely popular Scrabble
crossword puzzle [13], the game ‘Myogo’ differs for several reasons (an
exception to its language component). For example, Scrabble has some
restrictions for players, such as it limits the number of letter tiles
players could hold and limits the first player that he has to form the first
word through the grid with the star mark on the board. In contrast,
Myogo has a high degree of freedom where Myogo game has no re-
strictions on the number of pieces players hold and the number of times
the same Hiragana will be used. Other than that, the rules such as tile
block, rate bonus of the level of the word, and non-duplication reward
can only be found in the ‘Myogo’ game.

2.2. Game refinement theory

Game refinement (GR) theory as a mathematical theory of en-
tertainment optimization for game creators was proposed by Iida et al.
[10]. Recently, it has been expanded to various games such as score limit
games [14], board games [11] and games of social activities [15]. The
rationale of using the GR theory to address the perceived fairness and
engagement is due to the following reasons. Firstly, the game progress
model of the GR theory is characterized by the game element (turn,
speed, available option, etc.) over the whole period of the game, which
enabled the theoretical quantification of enjoyment. Secondly, the swing
model, derived from the game progress model, has provided the medium
to observe the game’s engagement where the outcome of a game is un-
certain due to the change of the player’s dominance. Thirdly, the per-
ceived fairness of the game can be validated when the player’s winning
rate is approximately 50% and the game parameters conform with both
models. Therefore, adopting GR theory provided the general “means” of
measuring a game capacity for enjoyment, engagement, and fairness.

2.2.1. Game progress model
A general model of GR was proposed based on the concept of game

progress and game information progress [12]. The term “game pro-
gress” here means two things: one is game speed or scoring rate during
gameplay and another one is the game information progress with a
focus on the uncertainty of game outcome. Game information progress
presents the measure of confidence of the game’s result along with
period or number of steps. Having full information of the game pro-
gress, i.e. after the game ended, the game progress x t( ) can be obtained
(see Eq. 1) where time t and x t( ) satisfies t t0 k and

x t x t0 ( ) ( )k , respectively.

=x t x t
t

t( ) ( )k

k (1)

Then, to observe the game information progress during the in-game
period, it is assumed that game information progress should be ex-
ponential because the game outcome is unknown until the very end of
the game. Hence, a realistic model of game information progress is
given by Eq. 2 where n represents a constant parameter based on the
perspective of a game observer. Therefore, the acceleration of the game
information progress can be obtained, which is given as Eq. (3). Solving
it at =t tk, Eq. (4) is obtained.
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The current model assumed that game information progress is
translated and transferred in the brains. Although the physics of in-
formation in the brain is not yet known, the acceleration of information
progress is likely subject to the forces and laws of physics. As such, it is
expected that the larger the value x t

t
( )

( )
k

k 2 , the more exciting the game
becomes, due in part to the uncertainty of the game outcome. Thus, the
root square form, x t

t
( k
k

is utilized as the GR measure for the considered
game, called GR value, whereas denoting x t( )k and tk as G and T, re-
spectively (see Eq. (5)).

=GR G
T (5)

In the previous works, the game progress model has been applied to
various games to verify its effectiveness [10,14,11,12]. The appropriate
zone of GR measure are GR [0.07, 0.08]. The results of GR value for
some games are shown in Table 1.

Fig. 1. The game of Myogo Renju.
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2.2.2. Swing Model
In score-based board games such as SCRABBLE, the measure of game

progress may differ due to the nature of the turn-based gameplay of the
board game. As such, a GR measure requires an arbitrary measure to
quantify entertainment. As such, a swing model was proposed by [12]
which defined:

Swing stands for a state transition of advantage during the game
progress. Let S and N be the average number of swings and the game
length, respectively. The swing is considered as the successful shoot
and the game length is the number of attempts, respectively.

Based on this definition, the GR measure in the swing model is given
by Eq. (6). In the context of the Myogo game, the S and N corresponds
to the player score and the total number of turns, respectively.

=GR S
N (6)

3. Monte-Carlo Methods for ‘Myogo’ AI

The Monte-Carlo method is a stochastic simulation method based on
probability and statistics theory that was first proposed by S.M. Ulam
and J. von Neumann in the 1940s [16]. With the development of
computer technology, the Monte-Carlo method has also been rapidly
popularized by the high-speed operation capability of computers. It has
broad applications in mathematics, financial engineering, macro-
economics, bio-medicine, computational physics, and other fields. The
basic idea of the Monte-Carlo method is to establish a probability model
for the problem, and then calculate the statistical characteristics of the
parameters obtained by observation or sampling test of the model or
process, and finally give the solution of the problem.

In many cases, the Monte-Carlo method yields solutions that ap-
proximate the optimal one. The larger the sample size is, the closer the
value comes to the optimal one. In computer games, the Monte-Carlo
method is usually used as an evaluation function to find the action leading
to the best average reward from a given state [17]. Simplicity and high-
speed are the two major advantages of the Monte-Carlo method.

3.1. Monte-Carlo tree search

The Monte-Carlo tree search (MCTS) is a tree search method, based
on the Monte-Carlo method, for finding optimal decisions in a given
state by taking random samples in the decision space [18]. Unlike the
general tree search method, the MCTS gradually expands each node of
the game tree by repeating the randomly simulating events from the
initial state. Therefore, its process is a dynamic search process com-
pared to the search method that originally expanded the game tree.

3.1.1. MCTS approach
MCTS has four process steps: selection, expansion, simulation, and

back-propagation. As shown in Fig. 2, each node in the figure represents
a state in the game process, and each edge represents a child node of the
corresponding state that can be obtained by taking an action from the
parent node.

The general descriptions of each of the processes of the MCTS are as
follows:

• Selection: Simulation looks up the leaf nodes starts from the root
node of the game tree iteratively, usually based on a selection
strategy such as UCB1 formula, until extensible leaf nodes are found.

• Expansion: In this step, if all leaf nodes found by the selection step
have been accessed, and at least one more node can be extended,
then expansion selects an extensible node and add a child node of
this leaf node to the game tree.

• Simulation: Simulation performs Monte Carlo simulations from the
selected leaf nodes to randomly simulate the game until the termi-
nation of the game, and estimate the value of the node.

• Back-propagation: Back-propagation reversely updates the esti-
mated value of all parent nodes on the simulated path up to the root
node based on the results of the simulation step.

3.1.2. Basic algorithm
Algorithm 1 describes the procedures of the MCTS. Firstly, the al-

gorithm sets the current node as the root node and calls the tree policy
to search for the leaf nodes that have not been expanded from the root
node, then sets the current node as the selected node to expand. Next, it
calls the default policy to perform random simulations from the current
node, calculates the result of every simulation and updates the value of
the parent nodes. Finally, it returns an optimal child node that can be
obtained based on the root node of the initial state. So we can get the
best action by the optimal child node.

Algorithm 1. Basic MCTS Algorithm

3.1.3. The UCT algorithm
In probability theory, a multi-armed bandit problem (sometimes

called the N-armed bandit problem) is a problem analogous to a gam-
bler whom at a row of slot machines, deciding which machines to play,
number of times and order to play at each machine, and continue to do
so at the current machine or different machine [19,20]. The objective is
to maximize the sum of rewards earned through a sequence of lever
pulls where each machine provides a random reward from a probability
distribution specific to that machine. To solve this problem, a trade-off
between exploring new machines to get more information (exploration)
and choosing the machine with the highest reward to obtain a max-
imum benefit (exploitation) have to be made. Similar to the multi-
armed bandit problem, the UCB1 formula derived by [21] is the first

Table 1
Game refinement values of some games adopted from [12].

Games G T GR value

Soccer 2.64 22.00 0.073
Basketball 36.38 82.01 0.073
UNO 0.98 12.68 0.078
Badminton 46.34 79.34 0.086
Table Tennis 54.86 96.47 0.077
DotA 68.60 106.2 0.078

G: successful shoots; T attempts. Fig. 2. Steps of MCTS.
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formula that was applied to multi-stage decision-making problems to
maintain some balance between the exploration and the exploitation,
which is given as in Eq. 7.

+v C N
n

¯ ln
i

i

i (7)

wherein the context of multi-armed bandit problem, v̄i stands for the
mean payout for machine i N, i stands for the total number of plays, and
ni stands for the number of plays of machine i. The first component of
Eq. (7) corresponds to exploitation and it is high for moves with a high
average win ratio. The second component corresponds to exploration
and it is high for moves with few simulations. The UCT algorithm is
based on the UCB1 formula and applies UCB1 to MCTS. Algorithm 2
shows the procedures of the UCT algorithm.

Algorithm 2. The UCT Algorithm

4. Game assessment

In this section, the MCTS method is implemented for the game AI for
MyoGo (denoted as MyoGo AI). Then, data collection was conducted
through self-plays experiments by two competing MyoGo AI. Several
experiments utilizing the swing model on the parameters of the Myogo
game were conducted where the winning percentage, the number of
words, and the GR values were collected. For each group of experi-
ments, self-plays between two Myogo AI players for 100 games are
conducted.

4.1. Parameters of ‘Myogo’

• Board size: Here two kinds of board sizes are defined, which are
4 × 4 and 5 × 5 boards.

• Minimum word length (nw): Limit the minimum length of words
players can make. This is because longer word length corresponds to
higher player requirements; thus, the game becomes more difficult.

• The number of blocks (nb): Randomly generated blocks can in-
crease the randomness of the game. Hence, it is important to de-
termine the suitable number of blocks relative to board size con-
sidered. The two sets of the number of blocks are given in Table 2.

• Scoring mechanism (sw): The game gives players different scores
according to the length of the words, the longer the word is, the
higher the scores any player can get; thus, inducing challenge to the
player for difficult words. The three sets of the scoring mechanism
are given in Table 2.

• Bonus mechanism: There are two kinds of reward mechanism:
word-level bonus (sl) and non-repetition bonus (sr ). Word level
bonus is to give the corresponding rate bonus according to the dif-
ferent levels of words based on the Japanese-Language Proficiency
Test N1-N5. The non-repetition bonus is to reward the players with a
rate bonus if the filled Hiragana characters are without duplication.
The sets of word-level bonuses and non-repetition bonuses are given
in Table 2.

• Round mode (m): Two modes are considered for Myogo game: the
general and the two-hand modes. The former requires players to fill
in one Hiragana character in turn, while the latter requires players
to fill in one Hiragana character in the first turn, and then they take
turns filling in two Hiragana characters until there is no space in the
board.

4.2. Experimental results and analysis

Regardless of the board sizes (see Fig. 3), it was observed that the
winning percentage of the offensive player is higher than that of the
defensive player. Considering the branching factors of players on a
4 × 4 board, assuming that the total number of Hiragana characters is
about 70, then both the offensive and the defensive players have about

× =16 70 1120 branching factors in the first round. As the search space
reduces in the board (due to smaller board size), the branching factors
will decrease rapidly. However, the number of choices the offensive
player can make is always more than that of a defensive player, which
implies that the offensive player has more opportunities to make up
words and always at an advantage. Besides, the increase in board size
(from 4 × 4 board to 5 × 5 board) only manages to further increase the
differences between the winning percentage of the players.

The Zermelo’s theorem in 1913 indicated that in a limited two-
player complete information game, there must be only one of the three
situations: the offensive must have the method for a win, or the of-
fensive must have the method for a draw, or the defensive must have
the method for a win [22]. Many board games, such as chess and go-
bang, have been proved by mathematical induction that the offensive
must be invincible. Therefore, it is believed that MyoGo also has the
characteristic that the offensive has the advantage.

Due to several numbers of the possible combinations of the Myogo
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AI parameters, a methodical approach is needed for testing it to de-
termine the most viable parameters that greatly affect the game. Hence,
the general mode is compared with the two-hand mode as the starting
point on the 4 × 4 board concerning the winning rate, the number of
words, and the GR value. Table 3 lists the results of self-play experi-
ments with different parameter combinations of the game. The general
mode represents the original game which sets the minimum word
length to be 2-g ( =n 2w ). Considering the state transitions of the
player’s advantage during game progress, players can fill in two Hir-
agana characters each time in the two-hand mode, so they have much
more chance to reverse the score. According to the simulation results,
there will be an average 3.48 reversals (corresponds to the average
swing) in each game of the general mode, and 3.24 reversals in each
game of the two-hand mode.

Moreover, it was found that the scoring mechanism with bigger gaps
among the scores based on different lengths of words does not weaken

the advantage of the offensive and play a role in balancing the game.
However, the bonus mechanism can narrow the gap between the of-
fensive and the defensive player; thus, adjusting the perceived fairness
of the game. As such, the set 2 of the word level bonus (N1 = 1.5,
N2 = 1.2, and N3-N5 = 1.0) and the non-repetition bonus (×2.0) is
considered relatively ideal for the game on 4 × 4 board.

Nevertheless, the 4 × 4 board is considered to be small causing
complex word-formation to be difficult for the players. In the case of
Myogo, enlarging the board size would increase the branching factors
by about 70 (the size of the Hiragana table of the game is about 70) for
each additional grid on the board. Therefore, expanding the board size
would cause a dramatic increase in the number of branching factors. As
such, while it is reasonable to expand the board to increase the length of
the game, it is still important to reduce the branching factors. This is
addressed by adopting the minimum word length to be 3-gram
( =n 3w ).

Table 4 lists the results of self-plays with different parameters on
5 × 5 board. From the results, higher bonuses increase the average of
swings, which means that the bonus mechanism could make players
have more chances to reverse the score and make the game more in-
teresting. Also, the longer the minimum word length, the fewer avail-
able branching factors the players have, and also the lower the average
of swings and GR values. It is worth mentioning that, from the total

Fig. 3. Winning rate of two modes in the 4 × 4 board and 5 × 5 board.

Table 3
Results of self-plays experiments with different parameters on 4 × 4 board with
minimum word length of 2-g.

AI parameters Win rate
(Black)

Win rate
(White)

Number of
words

GR value Average
Swing

(1, 1, (1, 1), 1) 0.61 0.39 2367 0.133 3.48
(1, 1, (1, 1), 2) 0.51 0.48 2342 0.129 3.24
(2, 1, (1, 1), 1) 0.63 0.48 1519 0.135 2.62
(1, 1, (2, 1), 1) 0.58 0.42 2221 0.127 3.15
(1, 1, (3, 1), 1) 0.61 0.37 2157 0.125 3.08
(1, 2, (1, 1), 1) 0.60 0.40 2191 0.120 2.83
(1, 3, (1, 1), 1) 0.64 0.36 2122 0.128 3.20
(1, 1, (1, 2), 1) 0.57 0.43 2140 0.129 3.24
(1, 1, (2, 2), 1) 0.55 0.45 2138 0.124 2.99
(1, 1, (3, 2), 1) 0.64 0.34 2101 0.124 2.99
(1, 2, (2, 2), 1) 0.66 0.34 2110 0.132 3.40
(1, 1, (2, 2), 2) 0.48 0.52 2152 0.132 3.43
(1, 1, (3, 2), 2) 0.46 0.53 2140 0.128 3.20

( ) number correspond to (n s,b w, (sl, nr ), m).
nb: no of blocks; sw: scoring mechanism; sl: word level bonus.
nr : non-repetition bonus;m: game mode.

Table 4
Results of self-play experiments with different parameters on 5 × 5 board
minimum word length of 3-g.

AI parameters Win rate
(Black)

Win rate
(White)

Number of
words

GR value Average
Swing

((1, 1), 1) 0.70 0.28 994 0.079 3.02
((1, 1), 2) 0.61 0.38 1154 0.080 3.09
((2, 2), 1) 0.64 0.36 1081 0.082 3.24
((3, 2), 1) 0.54 0.46 1102 0.084 3.39
((2, 2), 2) 0.56 0.43 1148 0.083 3.25
((3, 2), 2) 0.55 0.44 1180 0.084 3.40

( ) number correspond to ((sl, nr ), m).
sl: word level bonus;nr : non-repetition bonus;m: game mode.

Table 2
Parameters for scoring mechanism, word-level bonus, non-repetition bonus, and number of blocks.

Set No. Word Length Word Level Non-repetition No. of Blocks No. of Blocks
2 3 4 5 N1 N2 N3-N5 Bonus (4 × 4 board) (5 × 5 board)

1 2 3 4 5 1.2 1.1 1.0 ×1.5 2 3
2 2 5 12 20 1.5 1.2 1.0 ×2.0 4 5
3 2 8 20 40 1.5 1.25 1.0
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number of words composed, it can be seen that limiting the minimum
word length increases the difficulty of the game.

Although the number of blocks and the scoring mechanism do not
affect the expected fairness of the game, these parameters are not
considered in the 5 × 5 board anymore. This consideration seems
reasonable since the GR values of games on the 5 × 5 board are closer
to the sophistication zone GR [0.07, 0.08]. This implies that the 5 × 5
board provides sufficient sophistication for both novice and advanced
players, while present enough uncertainty of the outcome that makes it
entertaining and interesting to play. Therefore, the minimum word
length of 3-gram and the number of blocks of 3 on the 5 × 5 board may
be appropriately oriented for mid-level and advanced players. Thus, the
5 × 5 board is more reasonable as the conventional Myogo game set-
ting.

Furthermore, from the perspective of balancing the Myogo game for
both novice and advanced players, the experimental results show that
other elements of the game with the same board size have little effect
on the GR value. However, it is interesting to observe that the game
length affects the balance of the Myogo game. As such, the swing model
is applied to the various game swing measures (corresponds to the
lower bound and upper bounds of the average swing) for several fix
game lengths to determine the influences of the game length. Based on
Table 5, it can be observed that the length of the game has a significant
influence on the GR value. According to the GR value, an appropriate
game length that provides the best balance of the Myogo game is about
25.

Utilizing the game refinement theory, the best game setting had
been obtained where the 5 × 5 board with the minimum word length to
3-g, 3 number of blocks, and 15 Hiragana characters chosen in a single
round by the player, provides the best-perceived fairness and en-
tertainment experience to the game. Besides, longer game length can
make the game more competitive, high-rate bonuses and two-hand
mode can make the game more interesting, and limiting the number of
Hiragana characters a player can choose in each round increases the
complexity of the game.

While the best game setting obtained is based on data collected only
from the AI players, such a setting provides “educated” guess to the
expected perception of an actual human player in terms of the amount
of enjoyment and attractiveness. Also, based on the game refinement
theory, the appropriate setting of the Myogo game had been found
which balances the necessary skill and the expected chance within each
gameplay. As such, either a novice or advanced human player could
expect to similarly be “entertained” with the found best game setting.

5. Conclusion

In this study, the game program and the game AI of the Japanese
crossword game, MyoGo, was implemented. The self-play game data of
the Myogo AI was collected to evaluate and optimize the game para-
meters. For optimizing the balance of the game, we add blocks to the
board to increase game randomness, and add bonus mechanisms to
increase counter-attack opportunities, and limit the minimum word
length to provide game skill and depth for both novice and advanced

players.
Although a proper game setting was achieved through the experi-

ments conducted from the present study, there is still a lot of works to
be done. Firstly, several sets of parameters for each element of the game
was assumed to observe the trend of the game results under different
settings. However, these parameters are not necessarily reasonable. For
example, the parameters of the game scoring mechanism may be un-
reasonable for games on a 4 × 4 board, because even if players can get
higher scores based on the length of words, it is difficult for them to
form longer or complicated words due to the board size. Future work
needs to modify the parameters through previous experimental feed-
back to make the parameters more reasonable.

Besides, there are about 216 different combinations of parameters
that have been assumed, where only a little part of it was tested.
Although some settings have been proven to be unsuitable, continue
experimentation with them using different combinations of parameters
may be reasonable for a complete and comprehensive experimental
study.

The game was evaluated with self-play AI data and a theoretical
model, which lacks the real feedback of human players. Potential future
directions that collect actual players’ (both novice and advanced
players) feedback on the game experience and evaluate the game effects
on other perspectives of the game (such as the educational potential of
playing Myogo) through long-term observation may be worthwhile
endeavors.

Finally, the application of the game refinement theory as a new tool
for determining the game design sophistication and evaluating the
perceived game fairness among the players, adopted alongside the self-
playing AI, may provide a comprehensive framework for the game
designer in the future.
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