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a b s t r a c t 

Underground forums allow users to interact with communities focused on illicit activities. 

They serve as an entry point for actors interested in deviant and criminal topics. Due to the 

pseudo-anonymity provided, they have become improvised marketplaces for trading illegal 

products and services, including those used to conduct cyberattacks. Thus, these forums 

are an important data source for threat intelligence analysts and law enforcement. The use 

of multiple accounts is forbidden in most forums since these are mostly used for malicious 

purposes. Still, this is a common practice. Being able to identify an actor or gang behind 

multiple accounts allows for proper attribution in online investigations, and also to design 

intervention mechanisms for illegal activities. Existing solutions for multi-account detec- 

tion either require ground truth data to conduct supervised classification or use manual 

approaches. In this work, we propose a methodology for the large-scale identification of re- 

lated accounts in underground forums. These accounts are similar according to the distinc- 

tive content posted, and thus are likely to belong to the same actor or group. The methodol- 

ogy applies to various domains and leverages distinctive artefacts and personal information 

left online by the users. We provide experimental results on a large dataset comprising more 

than 1.1M user accounts from 15 different forums. We show how this methodology, com- 

bined with existing approaches commonly used in social media forensics, can assist with 

and improve online investigations. 

© 2021 Elsevier Ltd. All rights reserved. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. Introduction 

Nowadays, the Internet is present in many areas of our society.
Such digital transformation also allows for illegal and illicit ac-
tivities, which frequently flourish in online underground com-
munities. Some of the factors that favor these activities are
the anonymity, the difficulty for prosecution, the high-reward
to low-investment ratio, and the simplicity to acquire and use
tools to carry on malicious actions ( Hutchings, 2014 ; Van Weg-
∗ Corresponding author. 
E-mail address: jose.cabrero.holgueras@cern.ch (J. Cabrero-Holgueras

 

https://doi.org/10.1016/j.cose.2021.102489 
0167-4048/© 2021 Elsevier Ltd. All rights reserved. 
berg et al., 2018 ). In this regard, underground forums and mar-
kets play a key role, as they are one of the main platforms
where these communities interact ( Motoyama et al., 2011 ;
Pastrana et al., 2018a ). 

Underground communities can be divided into two main
categories, depending on the types of goods and services
traded, the anonymity factor, and the difficulty to reach and
join them ( Lusthaus, 2019 ). On the one hand, markets and
forums on the Dark Web specialize in the exchange and
discussion related to illegal goods (e.g., drugs, weapons, or
). 

https://doi.org/10.1016/j.cose.2021.102489
http://www.sciencedirect.com/science/journal/01674048
http://www.elsevier.com/locate/cose
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cose.2021.102489&domain=pdf
mailto:jose.cabrero.holgueras@cern.ch
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hild abuse material). Operators and users of these commu- 
ities wary of their privacy, and thus these are often ac- 
essed through anonymous networks or darknets such as Tor 
r I2P. Some of these forums are private and can only be ac- 
essed by invitation ( Allodi, 2017 ). On the other hand, other 
nderground forums operate in the regular, surface web (i.e.,
hey are indexed by popular search engines), and are eas- 
er to access. In these communities, the illegality of the ma- 
erials is relatively lower and usually disguised. For exam- 
le, malware known as RAT (which can either stand for “Re- 
ote Access Tool” or “Remote Access Trojan”), which is usu- 

lly packed as binary trojans, is offered as an auxiliary ad- 
inistration tool that allows users to control their comput- 

rs remotely ( Rezaeirad et al., 2018 ; Valeros and Garcia, 2020 ).
lso, stresser services, allegedly used to test the network re- 
istance to large traffic loads, are used to perform Distributed 

enial of Service Attacks (DDoS) ( Noroozian et al., 2016 ). Ac- 
ess to these communities is open to anyone, though some- 
imes it requires a registered account ( Pastrana et al., 2018b ; 
urk et al., 2020 ). Also, members in these forums might be less 
oncerned about their privacy, and indeed sometimes they 
ost personal credentials, like their personal e-mail addresses 
r Skype handles ( Sundaresan et al., 2016 ). Still, some of these 
orums have been linked to high-profile cyberattacks, like the 
DoS attacks on October 2016 against a major DNS provider 

hat affected large companies like Twitter, Amazon or the New 

ork Times ( Christopher Heine, 2016 ; Krebs, 2017a ). 
Motivation . According to their Terms of Service, most un- 

erground forums forbid the use of multiple accounts, un- 
ess they are used to dispute the banning of the original, in 

hich case the link between both original and alternate ac- 
ounts must be explicit. However, users can create and use 
ore than one account to take advantage of each other. For ex- 

mple, they could use those accounts to game the reputation 

ystem 

1 , ( Afroz et al., 2014 ). Also, by increasing and decreasing 
he price of goods, product sellers influence the market caus- 
ng competitors to leave the marketplace ( Mell et al., 2012 ). An- 
ther motivation to create additional accounts is to diversify 
heir activities (e.g., by opening accounts on multiple forums,
eing used to offer the same products or services). This way 
hey can keep their market operative even if the accounts are 
anned, or the reputation in some forum suffers a degrada- 
ion. For those forums that relax their terms with respect to 
he use of multiple-accounts, this fraudulent activity is also 
rosecuted and forbidden. Finally, from the prosecution point 
f view, especially if the activities involve illegal actions, users 
ight create multiple accounts to thwart law enforcement in- 

estigations and prevent attribution ( Krebs, 2017b ). 
Various works in the literature deal with the detection of 

ybil attacks in social media ( Cao et al., 2012 ; Cresci et al., 2017 ;
anezis and Mittal, 2009 ; Mell et al., 2012 ). In these attacks,
iscreants create and use multiple accounts to commit ma- 

icious actions by automatic means (i.e., bots). These ac- 
1 In general, trust among users is highly dependent on repu- 
ation. Given the lack of ruling authority, this reputation system 

as a distributed model where each user can increase or de- 
rease the reputation of others, and users are typically more in- 
lined to acquire goods from trusted sellers ( Afroz et al., 2013 ; 
upont et al., 2016 ; Mell et al., 2012 ). 

q
i
s
r  

w
t

ounts can be distinguished by patterns in their social rela- 
ions ( Danezis and Mittal, 2009 ) or metadata ( Perez et al., 2018 ).
etection of bot-based related accounts assumes that they in- 

eract with each other in isolated clusters, with few links to 
egular-user clusters in the social network ( Danezis and Mit- 
al, 2009 ). However, the pursued goal in this research is to de-
ect highly interacting accounts typically operated by humans,
here the assumptions for bot-based detection do not hold. 

Previous works have proved the efficacy of using 
ext analysis for multi-account detection in social me- 
ia ( Afroz et al., 2014 ; Overdorf and Greenstadt, 2016 ; 
ocha et al., 2016 ). However, these methods have two main 

rawbacks. First, they rely on ground truth data to fine-tune 
he detection methods or to conduct supervised classifica- 
ion. Second, they suffer from scalability issues. For example,
he efficacy and effectiveness of Doppelgänger-finder (a 
tate-of-the-art stylometry analysis tool ( Afroz et al., 2014 ) 
ecreases when more than 50 pairs of accounts are analyzed 

imultaneously ( Overdorf and Greenstadt, 2016 ). 
Due to the aforementioned limitations in the detection of 

elated accounts, current efforts use simple strategies (e.g., re- 
ying on previously known information ( Pastrana et al., 2018a ),
r assuming that users use the same pseudonym across fo- 
ums ( Frank et al., 2018 ). These strategies do not work for users
illing to hide their double identity ( Afroz et al., 2014 ). More-

ver, analyzing data from underground forums involves pro- 
essing hundreds of thousands of accounts, out of which only 
 few might be of interest. 

As a motivating example, the operator of Silk Road (a now- 
efunct dark market) was de-anonymized once he posted his 
ersonal email in a bitcoin forum, using the same pseudonym 

s in a chat room where a few months after he was adver- 
ising the market ( Popper, 2015 ). While this was paramount 
o start collecting further evidence and to prosecute the sus- 
ect, the analyst (a tax investigator) claimed that “he had spent 
uch of the weekend [.] scrolling through arcane chat rooms and 

ld blog posts ”. Thus, providing automatic tools capable of pro- 
essing such large datasets is of great benefit to assist analysts 
uring their investigations (e.g., to detect actors that post the 
ame information using different pseudonyms and online ac- 
ounts). 

Contributions . In this work, we present a methodology to 
dentify related accounts in underground forums at scale. The 
cope of our methodology is for accounts that post the same 
istinctive features. These features are infrequent in the posts 
ade by these accounts and can be used to characterize the 

ctors. The selection of features relies on heuristics and ex- 
ert knowledge related to credentials and characteristic infor- 
ation publicly posted by users, such as Skype users, emails,

r IP addresses. Our methodology first applies a feature ex- 
raction process to automatically gather and sanitize features 
rom the raw posts written in the forums. Second, it performs 
ata reduction by removing features appearing with high fre- 
uency or which are meaningless. Finally, it leverages the co- 

ncidences in the remaining features to compute a similarity 
core for each pair of users. Concretely, we propose a new met- 
ic called Multi-Feature Similarity (MultFS) score ( Section 3.4 ),
hich takes into account both the number of coincidences be- 

ween pair of accounts and the rarity of these in the dataset. 
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We have applied our methodology to a large dataset com-
posed by data from different forums. We extract pairs of users
who share relations between them, both in the same forum
and across different forums. Related accounts do not neces-
sarily belong to the same person, and in Section 4 we show
how the proposed methodology can be combined with exist-
ing techniques to assist in online investigations for author-
ship attribution. Due to the lack of ground truth for validating
our results, we apply stylometry analysis to a subset of ac-
counts and also conduct manual analysis. Finally, we provide
some case studies resulted from our manual validation, which
shows the potential benefits of the proposed methodology to
study the use of multiple accounts in underground forums. In
summary, we present the following contributions. 

1. We propose a methodology to derive relationships between
forum users at scale. The methodology relies on infor-
mation publicly posted by users and that, either alone or
in combination, characterize them uniquely. For example,
such information include IP addresses, email addresses,
cryptocurrency wallets, or Skype handles ( Section 3.1 ). 

2. We define novel metrics to compare pairs of accounts us-
ing all extracted features. These metrics consider the rarity
(i.e., how prevalent a feature is in the entire dataset) and
uniqueness (i.e., how relevant a feature is for a given pair
of accounts) of the features. To deal with large datasets,
we propose a technique to compare users efficiently by ap-
plying vectorization techniques ( Section 3.3 ). We then pro-
pose the MultFS score, which aggregates the various met-
rics into a single value ( Section 3.4 ). 

3. We apply the methodology on a large dataset of more than
56M posts made by 1.1M accounts in 15 different under-
ground forums ( Section 4 ). We first analyze the perfor-
mance speed-up of our methods against a baseline ap-
proach. Second, we combine our methodology with So-
cial Network Analysis and looking at username similari-
ties to investigate whether pairs of accounts belong to the
same user or not. Third, we validate our results by conduct-
ing stylometry analysis on a subset of pairs of related ac-
counts and by manually analyzing some of these. Finally,
we describe case studies on some interesting pairs of ac-
counts, which undercover different relationships between
users, like commercial partnerships for selling proxies, or
accounts being victims of doxing attacks, where the user
behind the account is de-anonymized and its personal in-
formation (e.g., home address, family details, etc.,) are ex-
posed publicly ( Snyder et al., 2017 ). 

We conclude with the discussions of the limitations, po-
tential applications, and ethical issues in Section 5 . Finally, to
foster research on this area and to allow for reproducibility, we
release open-source the prototype used in our experiments.2 

2. Background and related work 

In the last years underground forums have become a place
of interest for researchers for several reasons. First, they are
2 https://github.com/anonymous-png/MultFS.git . 

 

an interesting source to study cybercrime activities, such as
software or services used for cyberattacks ( Allodi, 2017 ;
Macdonald et al., 2015 ; Motoyama et al., 2011 ;
Nunes et al., 2016 ; Van Wegberg et al., 2018 ), or the social as-
pects of the offenders ( Afroz et al., 2013 ; Benjamin et al., 2016 ;
Sundaresan et al., 2016 ). Additionally, some actors prose-
cuted by law enforcement were active members of these
forums ( Pastrana et al., 2018a ). For example, it has been
demonstrated that information related to attacks on criti-
cal infrastructure was shared in online forums before the
actual attacks took place ( Macdonald et al., 2015 ). Various
economic and social factors influence the activities in these
forums ( Allodi, 2017 ). For example, various authors have
analyzed the role of trust and reputation systems in online
communities ( Afroz et al., 2013 ; Dupont et al., 2016 ). Addi-
tionally, manual analysis by individual security researchers
unmasked actors in underground forums related to banking
malware ( Krebs, 2017b ), or the authors behind the well-known
Mirai botnet ( Krebs, 2017a ). While these analyses are insight-
ful and can be used to understand the type of activities carried
out in underground communities, the methods do not scale
and are hardly applicable to other cases. Moreover, the lack
of ground truth about users and the limitations of acquiring
data from underground forums, thwart large-scale cybercrime
research ( Benjamin et al., 2016 ; Pastrana et al., 2018b ). 

Previous works have addressed the detection of bots in so-
cial media ( Cao et al., 2012 ; Cresci et al., 2017 ; Danezis and
Mittal, 2009 ; Mell et al., 2012 ; Yang et al., 2014 ). However,
the problem addressed in our work is different since we
do not assume that related accounts are (only) from bots,
but from actual humans, and thus they might resemble ac-
tual human behavior. Stylometry analysis has been previ-
ously used to identify social media accounts operated by the
same user ( Afroz et al., 2014 ; Overdorf and Greenstadt, 2016 ;
Rocha et al., 2016 ; Zhang et al., 2019 ). The seminal work by
Afroz et al. proposed Doppelgänger-finder, a stylometry anal-
ysis tool focused on detection of duplicate accounts from the
same user in underground forums ( Afroz et al., 2014 ). This
tool provides a probability score of each pair of accounts be-
ing from the same user, and it has been successfully applied to
other domains such as Blogs or Social Networks ( Overdorf and
Greenstadt, 201 ). One limitation of this technique is that it
does not scale well to large datasets (e.g., it is computation-
ally expensive for more than 50 accounts ( Overdorf and Green-
stadt, 2016 ), and also requires ground truth to establish the
thresholds. Zhang et al. combined stylometry analysis with
image analysis and ‘Attributed features’ (i.e., PGP keys, user-
name, and contact information) to detect multiple accounts
from the same vendors in Darknet Markets ( Zhang et al., 2019 )
and applied to medium-size datasets of 5.4k vendor accounts.
Also, the authors relied on contact information from the pro-
file pages. However, users willing to hide their double identi-
ties are likely to change such information. Tai et al. used simi-
lar information and a Machine Learning classifier to detect du-
plicate vendor accounts in adversarial settings, i.e., consider-
ing that the users behind the accounts attempt to evade their
linkage ( Tai et al., 2019 ) While these approaches are similar to
ours, authors rely on personal information commonly found
in markets (e.g., pictures or PGP keys) but not necessarily in
forums. 

https://github.com/anonymous-png/MultFS.git
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Fig. 1 – Scheme of the methodology used to extract pairs of similar user accounts. 
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Tsikerdekis et al. used non-verbal features to detect multi- 
ccounts in Wikipedia ( Tsikerdekis and Zeadally, 2014 ). The 
pproach relied on metadata left by the users, like the num- 
er of revisions done, the bytes added/removed or the time 
lapsed between these. As the author state, one of the chal- 
enges in this approach is the identification of non-verbal 
ariables that need to be considered, and that these might 
equire changing the implementation or design of the pro- 
osed method (which is only adapted to Wikipedia). In our 
ork, we have designed the feature selection and extraction 

s an independent process from the rest of the methodol- 
gy, thus being more flexible to adapt to other online media 
ources. 

Other works have also relied on characteristic features 
osted online by users to detect accounts in social me- 
ia. Sundaresan et al. extracted Skype handles from pub- 

ic posts and translated those to their actual IP address 
o characterize the location of users in underground fo- 
ums ( Sundaresan et al., 2016 ). Gharibshah et al. presented 

 cross-correlation between the IP addresses that users post 
nd the database from VirusTotal to understand and charac- 
erize malicious users ( Gharibshah et al., 2017 ). Egele et al.

odeled message characteristics on Social Networks to de- 
ect compromised (hacked) accounts ( Egele et al., 2017 ). Sim- 
larly, Mariconti et al. presented the reuse of usernames 
nd identifiers in several well-known internet forums for 
ertain malicious activities ( Mariconti et al., 2017 ). These 
orks have motivated our initial election of features to link 
ccounts. 

Finally, the high amount of data extracted from online 
ommunities (e.g., social networks or forums) hinders man- 
al analysis. Edwards et al. surveyed the usage of automatic 
ata mining and machine learning models for law enforce- 
ent, noting that one of the key problems is the lack of re- 

iable datasets and ground truth ( Edwards et al., 2015 ). Sim- 
larly, approaches such as the one exposed by Nunes et al.
rovide extensive use of large-scale analytics to understand 

otential threats ( Nunes et al., 2016 ). Overdorf et al. used Ma- 
hine Learning models to guess private relationships between 

sers ( Overdorf et al., 2018 ). However, authors used leaked 

atasets, which are not always available and, its use raises eth- 
cal concerns ( Thomas et al., 2017 ). 
. Methodology 

he proposed methodology consists of four main steps (see 
ig. 1 ). First it performs feature extraction and selection from 

he raw content, tracking the features posted by each user ac- 
ount. In this step, the investigator must select the features to 
xtract, and to create the corresponding methods (e.g., regular 
xpressions) to extract these from the data. In Section 3.1 we 
etail the selection process conducted in our analysis. Second,
o improve performance and reduce noise, the methodology 
llows to automatically conduct data reduction (e.g., remov- 
ng accounts that do not provide enough information to an- 
lyze similarities) and normalization ( Section 3.2 ). Third, for 
ach feature, and each pair of accounts, a distance metric is 
omputed that considers: i) the relevance of each of the fea- 
ure values (i.e., number of times that a pair of users share the
ame value), and ii) the relevance of each of these values for 
ach pair of accounts, which represents ‘how unique’ these 
alues are for the accounts and in the dataset. ( Section 3.3 ).
inally, it aggregates the similarity metrics of the various fea- 
ures into a single similarity score dubbed Multi-Feature Simi- 
arity , or MultFS , which indicates the actual similarity of each 

air of accounts ( Section 3.4 ). The higher the score, the more
imilar these accounts are. A key aspect of this methodology is 
hat it prevents computing expensive operations and has been 

esigned as a flexible framework that can be executed in other 
ommunities to discover related accounts. We note that our 
ethodology is fully automated, which facilitates its applica- 

ion in real settings. An online investigator would only need 

o adjust the feature extraction step, i.e., to select which fea- 
ures need to be extracted, and to prepare regular expressions 
o extract them from the text (e.g., forum posts). One these fea- 
ures are extracted and linked to the users that shared them,
he rest can be applied in a straightforward manner. 

.1. Feature selection and extraction 

ata contained in underground forums are highly heteroge- 
eous and unstructured. The first step of the methodology is 

o choose and extract meaningful features from the raw con- 
ent, employing regular expressions. Since the focus of the 
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methodology is to find related accounts, the features selected
must characterize almost uniquely the account from which it
was posted, e.g., user credentials, like emails or Skype han-
dles, and other identifiable information, like IPs or BTC wallet
addresses. The feature selection is a process that should be
adapted to each particular scenario. Concretely in this work,
we extract the following features: links (in form of URLs),
Skype handles, email addresses, IP addresses, and cryptocur-
rency wallets (concretely, Bitcoin identifiers, or BTC). The ra-
tionale behind these is that in many cases, the analyzed fo-
rums are used as actual marketplaces. In those, BTC addresses
represent the financial information, and, emails or Skype are
employed as personal information for contact with sellers.
We note that all the previous features are language-agnostic,
meaning that they are useful to relate accounts independently
of the language used. Additionally, we extract all the trigrams
(i.e., a sequence of 3 characters) from the content posted by
each user, which allows us to account for the writing stylom-
etry. 

The goal in this step is to create a mapping of users to
the values of these features. As described in Section 3.3 , the
metrics used to score account similarities rely on the coinci-
dences and the relevance of the values posted for each of the
selected features. Below, we motivate our choice and describe
the extraction process the features used in our work. We note
that the proposed methodology can be extended with addi-
tional features and requires specific knowledge of the target
dataset.3 

3.1.1. Links 
Underground forums have become improvised marketplaces
and are used to promote and advertise various services and
products. Typically, forum users post links to external host-
ing services, e.g., to share pictures or videos. Forum users also
post links to share information from other personal sites (e.g.,
blogs or social networks). Additionally, sellers provide links to
their products in third-party online shops, or even to their e-
commerce websites. Moreover, to make their product appeal-
ing, most sellers provide banners in the form of pictures or
videos, which in turn are links to external sites. Therefore,
links (as URLs) can associate related accounts. However, while
links represent the behavior of users, there are certain links
that, due to being widely used, are not valid to relate two ac-
counts (e.g., referring other users to the Kali Linux download
page). Based on this premise, in Section 3.2 , we carry out sev-
eral sanitization and cleanup processes that eliminate these
values. 

The extraction of links is based on regular expressions We
note that users might use anti-analysis techniques in which
they obfuscate the links to avoid the detection of those links,
e.g., by replacing ‘.’ characters with the ‘dot ’ keyword or the
‘t’ by ‘x’ in HTTP. While we have not covered these evasion
techniques in our implementation, these could be easily inte-
grated into our methodology, e.g., by using heuristics to nor-
malize the URLs. 
3 For example, investigation on forums related to video-game 
hack and cheats could include Steam accounts, a popular video 
game distribution service. 

 

 

3.1.2. Skype 
Skype identifiers are commonly used in underground forums.
Typically, these are used in two contexts: to negotiate the trad-
ing (e.g., the price or conditions) or to establish external rela-
tionships (e.g., for partnership or out-of-forum discussions). In
the former case, it is a common practice for sellers to provide a
Skype account for interested users, which allows them to con-
tact and solve doubts in a more direct manner. In the latter, we
observe users posting their accounts to create or join groups
with people about specific topics, or to engage with conver-
sations in topics of their interest. In both cases, two accounts
posting the same Skype handle imply that users behind these
accounts are the same or at least belong to the same group,
and thus are of interest for our study. 

To extract Skype accounts, we follow instructions spec-
ified in sky (2017) to generate a Skype regular expression
parser. Usernames contain 6 to 32 characters, which can be
letters (lowercase), numbers, commas, periods, dashes, and
underscores. Additionally, in case that the account is created
from a Non-Microsoft mail service, the username contains the
“live:” prefix. Unfortunately, applying these rules to the forum
data returns a high volume of matching strings which are
false positives. To prevent such situation, we only consider
the structure “Skype: < username > ” (where “< username”> is
obtained by means of the regular expression). This is the
most common way in which members write their Skype ac-
counts (e.g., “contact me at Skype: foo ”), and indeed this
approach was applied in previous work with underground fo-
rums ( Sundaresan et al., 2016 ). The drawback is that some
identifiers are not extracted (thus reducing the coverage of
our measurement). This limitation is partially overcome due
to the extraction of other features. Indeed, although this ap-
proach covers a subset of the total Skype accounts present, we
err on the side of reducing false positives. 

3.1.3. Email 
Until very recently, emails were the primary means for per-
sonal Internet communications. Nowadays, nearly all online
services that require registration rely on emails to identify
users, and thus added to a communication platform, emails
have become an all-purpose digital identity. 

In the case of underground forums, we have identified two
main reasons by which emails are shared. On the one hand,
members write their emails to get in touch with other users, as
a personal identifier. On the other hand, we have observed lists
of leaked email accounts, which typically include the email
and the associated (sometimes hashed) password. 

Since emails identify users uniquely, we consider this as
an important feature to extract. We use a regular expression
to extract all the existing emails that were posted by users.
Concretely, the regular expression looks for a sequence of al-
phanumeric characters, including the dot and plus sign, fol-
lowed by the address sign (@) and another sequence of al-
phanumeric characters with at least one dot. Thus, our ex-
traction includes addresses using sub-aliases by means of the
‘+’ sign. 

3.1.4. IP 
IP addresses unequivocally identify a computer on the In-
ternet. The exchange of these addresses is typical in under-
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round forums. For example, forum users could post IP to their 
wn hosted services, like gaming servers, bastion hosts, or Vir- 
ual Private Networks. 

Even with new servers adopting IPv6, by mid 2021 IPv4 is 
till the most prevalent on the internet, with over 94% use ac- 
ording to Ipv (2020) . Moreover, underground forums contain 

ata posted in the past, dating back various years, where IPv6 
as not even available. Thus, in our experimentation, we fo- 

us our extraction on IPv4 addresses. These follow a common 

ormat, which we encode in a regular expression to extract 
hem from the forum posts. 

.1.5. Bitcoin addresses 
nother characteristic feature covered in our work is the us- 
ge of Bitcoin (BTC) addresses. Like any other Blockchain 

mplementation, Bitcoin works by generating two comple- 
entary keys (public and private) which are represented by 

ase56 strings. The public key of a user is in turn used to 
end and receive payments. During the last few years, Bit- 
oin has become a common online payment method. More- 
ver, it has been shown the preferred virtual currency used 

y underground communities ( Bancroft and Scott Reid, 2017 ; 
astrana et al., 2018b ), for example to ask for ransomware pay- 
ents ( Paquet-Clouston et al., 2019 ) or as the main payment 
ethod for trading illicit goods and services ( Kethineni et al.,

018 ; Ladegaard, 2018 ). This is due to the sense of anonymity 
rovided ( Meiklejohn et al., 2013 ). Indeed, cryptocurrencies 
hat make payments untraceable (such as Monero) have 
ecome an important medium for secure money launder- 

ng and have become a key part of the cybercrime ecosys- 
em ( Pastrana and Suarez-Tangil, 2019 ). We note that the us- 
ge of cryptocurrencies is not necessarily a sign of illegal ac- 
ivities. However, these are frequently shared in underground 

orums, for example, to ask for donations for a service or prod- 
ct given for free (e.g., a tutorial). 

While our methodology allows us to include any currency,
e have focused on Bitcoin, since it dominates the cryptocur- 

ency landscape. In this case, the addresses follow a common 

tructure. Addresses start with the numbers 1 or 3 and are fol- 
owed by a string of 26 to 35 characters ( bit, 2014 ). Accordingly,
e use a regular expression that encodes this format and ex- 

racts the BTC addresses from the posts. 

.1.6. Trigrams 
hen an user writes in an internet forum, it inherently leaves 

 personal footprint. The language, expressions, and gram- 
ar mistakes characterize users and their way of expressing 

hings. Furthermore, in underground forums it is common to 
bserve a high prevalence of slang. Slang is the specific lan- 
uage developed by the interactions of individuals discussing 
 particular topic. The use of slang permits identifying areas 
f interest and further characterizes the user. However, it hin- 
ers the use of off-the-shelf NLP tools that have been proven 

ffective in other areas ( Caines et al., 2018 ). Accordingly, in this 
ork, we extract the n-grams (with n = 3) from users’ messages 

o characterize these different uses of language. While we do 
ot aim at conducting further stylometry analysis, these char- 
cteristics serve to find similarities between users based on 

heir use of the language. Since this feature depends on the 
anguage being used, in our experimentation we have only ap- 
lied it to English-speaking forums. 

.2. Data sanitization, normalization and reduction 

nce the different features related to users are extracted, the 
ext step is to preprocess the dataset. First, the data is nor- 
alized. Concretely, if the extracted features are not case- 

ensitive (e.g., email or domains), the values can be trans- 
ormed into the lower case. Indeed, we have observed users 

ixing the upper and lower case indistinctly, and the objec- 
ive is to remove any possible redundancy and normalize the 
alues. Second, we conduct data sanitization and reduction, to 
emove instances not providing enough information to iden- 
ify account relationships. To speed up the process, we com- 
ine sparse matrices and map structures (i.e., dictionaries) for 
uxiliary purposes. Sparse matrices have the advantage that 
hey reduce a lot the storage in memory of big amounts of data
hile dictionaries enhance the data access complexity. 

For each feature f ∈ F (note, that we explicitly remove it 
rom mathematical notation), we create two indexed dictio- 
aries to map each user to a user identifier D user : u i �→ i and
ach value to a value identifier D value : v j �→ j. Then, we rep-
esent users and values in a matrix A f = { a i, j | u i ∈ U, v j ∈ V}
n which each row i corresponds with user u i and each col- 
mn j corresponds with value v j . Thus, the value a i, j is the 
umber of times that user u i have posted value v j in the fo-
um. Thus, removal of users and values only requires remov- 
ng their corresponding row or column respectively. This step 

s only performed at the end to speed up the removal, thus,
he different rows and columns are marked to be removed.
his implies just one re-scaling and re-indexing of the matrix 
nd permits faster indexing and optimization of storage space 
n memory. Moreover, the use of these data structures allows 
or efficient sanitization since we can speed up the search. 

To reduce the dataset, we remove unnecessary values. First,
e remove all the values that are only shared by a single ac-

ount since these cannot be used to create relationships with 

ther accounts. This is the first process since it requires little 
omputation effort and a large amount of information can be 
emoved. Second, we also conduct ad-hoc reduction for links,
P addresses and trigrams using custom heuristics. We note 
hat these heuristics can be tuned specifically for each partic- 
lar scenario. Concretely, for our experimentation we proceed 

s follows: 

1. Links. We remove internal links. We consider a link to be 
internal when it contains the domain of the forum where 
it was posted (e.g., users referring to another thread in the 
forum). Furthermore, to reduce false positives, we also re- 
move host-only links i.e., those that do not provide a path 

in the URL, e.g., www.mainsite.com ). It might increase the 
risk of having false negatives, e.g., in cases where two ac- 
counts share a link to an external owned host. Since the 
proposed methodology uses more features, we chose to err 
on the side of minimizing false positives. 

2. IP addresses. We use a whitelist of reserved addresses,
i.e., addresses whose usage is specific to cases such as 
local area networks (e.g., 192.168.0.0/16), local-hosts (e.g.,
127.0.0.1), or masks (e.g., 255.255.0.0). For example, many 

http://www.mainsite.com
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tutorials use local IP addresses to explain how to set up
local environments. Thus, we remove these IP addresses
since they do not imply any relationship between users.
Additionally, some users provide a large list of IP addresses,
e.g., to share proxies. These are not valid to characterize ac-
counts. Thus, we filter out IP addresses that are shared in
large lists (i.e., having 30 or more distinct addresses). 

3. Trigrams. We remove trigrams that contain non-ASCII
characters. This is due to various users using special char-
acters to represent emojis or other graphical ideograms in
text. In these cases, trigrams are not representative of a
single user, and two different accounts might be well us-
ing the same ideogram and not being related. While it may
impact the feature performance, we reduce the number of
false positives. Additionally, given the variety of features,
the methodology remains unaffected. 

Finally, we repeat the removal of those values that appear
only once (i.e., they are shared by a single account). Then, we
remove accounts that do not have any associated values. 

As a result of this process, we obtain a cleaned and nor-
malized dataset of users mapped to the values. This way, we
reduce the processing time required in the next steps. 

3.3. Distance computation and vectorization 

Once the dataset is reduced and normalized, the next step is
to compute the similarity metrics for each pair of users. The
simplest approach would be to perform one-to-one compar-
isons of the features for each pair of users (this is referred to
as ‘baseline’ algorithm in Section 4.2 ). This solution is not scal-
able, even after the dataset is sanitized and reduced. For exam-
ple, a dataset of 10k users (e.g., a medium-size forum) would
require the evaluation of nearly 50M pairs of users. 

Processing large datasets requires efficient data structures
to perform computations in RAM and to optimize the use of
the disk. Thus, sparse and persistent matrices are used. In-
deed, it is needed to optimize the computation of each of the
pairs (i.e., comparing each pair of users to find the intersection
of values shared by them), to reduce the performance required
to compute a huge number of pair combinations. 

To efficiently compare pairs of users, we conduct all the
computations over matrices. Concretely, we leverage the in-
dexed data structures presented in Section 3.2 to create user-
to-feature matrices that can be efficiently stored and pro-
cessed. For the comparison of the users in pairs, we define
metrics that satisfy three main requirements: 

R1 Any pair of users with no relationship should acquire
the lowest score. This means that, if users U a and U b

have not posted any common information, their score
must be 0. 

R2 The higher the number of coincidences for a given fea-
ture, the higher the score. This means that if two users
U a and U b post the same information various times (e.g.,
the same email and the same BTC address in various
posts), then they should receive a high score. 

R3 The score of the pair should increase further if values
that coincide are rare (i.e., they have a low prevalence
in the dataset). For example, an ordinary IP is 8.8.8.8 ,
the DNS server offered by Google. Thus, the posting of
this value by two authors (for the feature IP) should have
a null or negligible increase in their mutual score. 

Next, we describe the metrics used to analyze the sim-
ilarity of users. In a nutshell, for each pair of users in the
dataset ( u i , u j ∈ U f ), and for each of the extracted features
( f ∈ F ), we calculate a Per-Feature distance metric that re-
flects how many values of f are shared by u i and u j , and how
unique these values are. Here, uniqueness refers to how com-
mon or rare a feature value is across all the users (for exam-
ple, www.google.com is a common value for the links across
all users, whereas a particular URL referring to a personal re-
source shared in Pastebin would be more unique or particular
to certain users). Accordingly, we obtain | F | different metrics
(6 in our implementation) for each pair of users. Then, these
metrics are aggregated into a unique metric dubbed Multi-
Feature Similarity (MultFS) metric, which fulfills the aforemen-
tioned requirements ( Section 3.4 ). 

Per-Feature distance metric . This metric is obtained from
a particular variation of the Term Frequency - Inverse Docu-
ment Frequency (tf-idf) metric used in Information Retrieval
to reflect the importance of a given word to a document in
a set of documents ( Ramos, 2003 ). In this case, we define the
Feature Frequency (FF) as described in Eq. (1) . This frequency
characterizes the part that a feature value v j represents in the
whole data ( 

∑ V 
t=1 a i,t ) of the user u i (i.e., it tells the importance

of a feature value for a user). It also enhances features that are
characteristic of one user, e.g., frequently-posted IPs or emails.

We also define the inverse user frequency (IUF), described
in Eq. (2) , which highlights feature values v j that are less com-
mon across the different users U. 

The FF metric can be calculated with complexity O(n ∗ U)
and the IUF metric with O(n ∗V ) , that is, one operation per fea-
ture value. The usage of sparse matrices and operations over
vectors allows us to speed up the computation. 

F F v j ,u i = 

a i, j ∑ V 
t=1 a i,t 

(1)

IU F v j = log ( 
| U | ∑ U 

i =1 d i,v 
) : d i,v = 

{ 

1 u i �→ v 
0 otherwise 

(2)

Once we have computed the FF for each user u i and value
v j and the IUF for each value, we can combine them into a
single metric by multiplying F F u i ,v j ∗IUF v j . This product equally
considers the importance of each value for each user, i.e., how
often the value is shared by the user, and the uniqueness of
such value in the whole dataset, i.e. how ‘rare’ the value is
for all the users. This results in a matrix B f = { b i, j = F F u i ,v j ∗
IUF v j | u i ∈ U, v j ∈ V} . 

At this point, we have achieved requirements R2 and R3. To
combine the users in pairs, we compute the scalar product of
the row vectors of the matrix B f each with the rest. This last
part is the most computationally expensive since we have to
perform half of the matrix multiplication to obtain the rela-
tions of all pairs, counting for a total of O(U 

2 ) combinations.
At this point, we make use of efficient vectorized computation
and conversions of matrices to achieve cache efficiency and
multi-threading. It permits obtaining a new symmetric matrix

http://www.google.com
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 f of dimensions U × U where the value of entry (u i , u j ) is the
imilarity between two users. In the case that they share no 
eature, the scalar product remains 0, thus achieving require- 

ent R1. 
At the end of this process, each pair of users is assigned 

ith | F | scores (i.e, one distance metric for each of the ex- 
racted features). In the next section, we define the Multi- 
eature Similarity (MultFS) metric, which combines these met- 
ics into a single value. 

.4. The multi-Feature similarity (multfs) metric 

n the last step of the proposed methodology, we need to com- 
ine each of the pairwise similarities into one single metric.
he purpose of the MultFS score is to combine the metrics 

rom the different features equivalently. Due to the different 
cales of the features, we normalize all the possible values 
nto the [0.0,1.0] interval. We use the min-max feature scaling 

ethod, shown in Eq. (3) , where max is the maximum value 
or each feature, and min is always zero. 

orm (v ) = 

v − min 
max − min 

(3) 

To combine the different scores into a single metric, we 
ropose an aggregation technique that considers different 
eightings for each feature, since these might have differ- 

nt meanings, depending on the scenario. For example, in the 
ase of underground forums, most pairs likely share some tri- 
rams, while it is less likely to find pairs of accounts shar- 
ng the same Skype identifier. Additionally, given that certain 

eatures are more common, it is likely to have some features 
here the standard deviation of the metrics are much bigger 

han others. Accordingly, we scale the contribution of each 

eature to the MultFS formula depending on its importance 
i.e., the more unique a feature is, the more important, and 

ice versa). For this, we apply the IUF equation with a slight 
odification that prevents a feature shared by all pairs that 

et zeroed. It prevents removing feature values that are com- 
on to all users, for example, trigrams. Accordingly, we define 

he Soft IUF (SIUF) function (described in Eq. (4) ), which con- 
istently adds one in the formula to avoid zeroing elements.
he result in our case is that most common terms get re- 
uced, but they are still relevant whereas, less used terms,
uch as Skype, are highlighted if present. We denote the set 
f pairs as U × U, the normalized pair similarity for feature f
s P f = { f f,i, j | f f,i, j = norm (c i, j ) } (recall that the matrix C f is the
esulting per feature pair similarity matrix). 

IUF f = log (1 + 

| U × U| ∑ | U ×U | 
t=1 e t, f 

) : e t, f = 

{ 

1 (u i , u j ) �→ f 
0 otherwise 

(4) 

ul t F S UxU = 

| F| ∑ 

f=0 

(P f ∗ SIUF f ) (5) 

Finally, we consider the sum of the different per-feature 
imilarities to generate a MultFS per pair ( Eq. 5 ). 
. Analysis of underground forums 

his section presents experimental results of the applica- 
ion of the proposed methodology to a large corpus of data 
ollected from various underground forums (the dataset is 
escribed in Section 4.1 ). First, we analyze the performance 
ained due to the optimizations implemented to speed-up 

he comparison of accounts from large datasets ( Section 4.2 ).
hen, we conduct different analyses to validate the results of 

he methodology and to show how it helps with online in- 
estigations to detect multi-accounts( Section 4.3 ). Finally, we 
resent case studies resulted from manual analysis of a sub- 
et of interesting accounts. ( Section 4.4 ). 

.1. Dataset 

he gathering of data is the first step and one of 
he most challenging to conduct online investiga- 
ions ( Edwards et al., 2015 ). For this project, we use the
rimeBB dataset ( Pastrana et al. 2018b ). This dataset was 
rovided by the Cambridge Cybercrime Center under a 

egal agreement (see Section 5 ). The dataset contains the 
ata scrapped from various underground forums, includ- 

ng both English and Russian forums. Topics in these 
orums include various deviant topics, such as computer 
acking ( Pastrana et al., 2018a ), video-game hacks and 

heats ( Hughes et al., 2019 ) or social engineering tech- 
iques ( Pastrana et al., 2019 ). The dataset contains around 

6M posts written by 1.1M accounts in 15 different fo- 
ums. The size of the dataset motivates the application of 

ethodologies for automatic analysis that are focused on 

erformance efficiency. 

.2. Performance analysis 

ne of the main goals of the proposed methodology is to 
cale to datasets having a large set of accounts, and thus we 
ave designed a vectorized approach to optimize resources.
o quantify the improvements, we compare our approach to 
 baseline algorithm. Such an algorithm gets the intersection 

f the set of values shared by each pair of users and computes
he scores from the resulting set, i.e. it processes pairs of users 
t once. For the comparison, we generate a test benchmark 
hat is executed both by the baseline algorithm and by our 
ectorized implementation. 

We have experimented with various synthetic datasets,
arying the number of users ( U) and overall feature values 
 V). Then, we randomly assign to each user u ∈ U a subset
f v ∈ V (which represents the sharing of features values by 
ser u �→ v ). We execute both algorithms in an Intel Xeon E5-
683 v3 @ 2.00GHz with 56 cores and 64 GB of RAM running
entOS8. 

Fig. 2 shows the comparison of two algorithms, in terms 
f execution time for the various tests. We observe that the 

mprovement of the vectorized approach over the basic algo- 
ithm increases both with the number of values and users. In 

ettings where the number of users and values is low, (i.e. less 
han 2 6 ), there is little improvement, and even the vectorized 

pproach performs worst (red dots in the figure). This is due to 
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Fig. 2 – Vectorized Algorithm Speedup based on number of Users and Values. 

Table 1 – Algorithm execution time (seconds) estimated 

after dataset cleanup for the vector and basic approaches. 

F U V Vector Basic Speedup 

IP 15,277 12,801 3e + 01 7e + 06 2.3e + 05 
Link 201,799 524,566 1.4e + 03 2.4e + 11 1.7e + 08 
Trigram 113,987 8391 1.7e + 02 2.1e + 08 1.3e + 06 
Skype 15,268 6659 2.3e + 01 2.7e + 06 1.2e + 05 
Email 28,848 18,333 6.3e + 01 4.2e + 07 6.6e + 05 
BTC 4894 3576 6.4e + 00 1.2e + 05 1.8e + 04 
Total 380,073 574,326 1.7e + 03 2.4e + 11 1.4e + 08 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

the delay imposed by the generation of the in-memory struc-
tures. However, the speedup gain increases exponentially as
the number of values and users increases. This quantitative
analysis confirms that our approach scales well for a large
number of values. 

The previous results were based on test samples. To calcu-
late the time saved on a real dataset, we analyze the execution
time of both algorithms on CrimeBB. Since it is unfeasible to
execute the basic implementation on the entire dataset, we
apply linear regressions from the results obtained in the test
sample. The results are presented in Table 1 , including the to-
tal number of values extracted ( V) for each feature and the
total number of users ( U), after the data reduction process. In
all cases, the speedup gained is above 10 4 seconds, but we ob-
serve that for larger sets of values, e.g. Links, the vectorized
approach performs 10 8 times better than the baseline. This
implies that, in the case of links, processing 524k values ex-
tracted for 202k users takes around 24 minutes to complete in
our approach, while in a baseline approach this would be in-
feasible (i.e., more than 7.7k years), since the number of com-
binations and the time to compute each pair increases facto-
rially (i.e., adding the n+1 user would imply computing n+1
more pairs). 

4.3. Detection of multi-accounts 

Multi-accounters (also called doppelgangers ( Afroz et al., 2014 )
or sockpuppets ( Tsikerdekis and Zeadally, 2014 ) are users that
open more than one account to obtain some benefit, usu-
ally with illicit goals. Having multiple accounts is prohibited
in most online communities, and when detected, these are
banned. In this section, we leverage the information obtained
from our methodology together with two other sources of in-
formation to detect such accounts: i) data related to the so-
cial network, and ii) the analysis of similar pseudonyms used
by the accounts. The main goal is to evaluate the soundness
and validity of the proposed methodology and to show how
it can help during online investigations when combined with
other forensic approaches to analyze actors of interest. We
then conduct manual validation on a subset of 100 pairs of
accounts to validate the detection. Finally, we apply stylom-
etry analysis on a subset of accounts to further investigate
whether they belong to the same user or not. This way, we can
compare the benefits of using our methodology to improve ex-
isting approaches to detect multi-accounts. 
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Graph analysis . The MultFS score indicates the similarity 
f each pair of accounts, based on the artifacts left online in 

he forums. However, two accounts might be well posting the 
ame artifacts, buy referring to each other (or even a third per- 
on), e.g., to report scammers or to recommend other’s ser- 
ices. Thus, we refine the identification process employing So- 
ial Network Analysis. Concretely, we proceed as follows. First,
e build two different graphs: 

1. G m fs = { N, E} . A unique undirected graph where nodes are 
forum accounts and edges represent that the two accounts 
have been related by the MultFS. Accordingly, edges are 
weighted by the MultFS score of the accounts linked. For- 
mally, each edge e i j ∈ E connects two nodes n i , n j ∈ N and 

is weighted by Mul t F S n i ,n j . 
2. G SN (F ) = { N, E} . For each underground forum F , we build a

directed graph representing the Social Network. We follow 

the same approach made in previous works Pastrana et al.
(2018a, 2019) . Concretely, each node in the graph represents 
a forum account, and an edge e i j ∈ E from node n i to n j 
( ∀ n i , n j ∈ N) is weighted by the number of responses of user
n i to a post previously made by n j . 

Second, we calculate the connected components of G m fs to 
et the different sets of users that have been grouped accord- 
ng to the MultFS. The size of these components indicates the 
umber of accounts grouped. It is reasonable to expect that 
ost of these components will be of reduced sizes, e.g., the 

ame user or group managing 2 or 3 accounts. Indeed, in our 
xperiments we have obtained a total of 5372 different groups,
ut of which the majority are of size 2, i.e., pairs of users (4494,
3.6%) and size 3 (698, 13%). Then, there are 173 groups of 4 
sers (3.22%), 3 groups of 5 users (0.06%). Finally, there are 4 
roups of size 7,9,15, and 22 users each (0.08%). 

Finally, we combine information from each of the graphs.
or each pair of accounts linked in G m fs , provided that these 
wo accounts are from the same forum F , we check if they 
re connected in G SN (F ) , and if so, we get the number of in-
eractions between them. The goal of this step is to enrich 

he analysis by filtering out users that are strongly connected 

n the Social Network, i.e., one is actively responding to the 
ther (and/or vice versa) with high frequency. Two accounts 
re strongly connected if they have more than N interactions 
i.e., responses from one to the other), with the value N be- 
ng dependant on the total number of interactions made by 
he accounts under investigation. The rationale behind this 
s that, if two accounts belong to the same user, it is likely 
hat these accounts would not interact with each other as fre- 
uently as they interact with other accounts. 

Username similarity . The graph analysis only considers the 
nteractions of user accounts that belong to the same fo- 
um. Thus, we analyze the similarity of the nicknames used 

y pairs of accounts from different forums. We use the Jaro- 
inkler distance, which provides an edit distance that con- 

iders the size of the words being compared (with 1 indicat- 
ng that the words are the same) as well as common prefixes 
sed in these ( Winkler, 1990 ). We chose this metric due to it
eing faster than others, and it is optimized for comparing 
mall strings as in the case of usernames ( Cohen et al., 2003 ; 
ulkarni, 2021 ). Before computing the distances, we transform 
ach username to lowercase. By manually inspecting the Jaro- 
inkler distances for 672 usernames, we establish a conserva- 

ive threshold of 85% to consider two accounts being related 

n our dataset. This way, we include usernames that are the 
ame, as well as usernames that do have small modifications,
uch as character replacement related to leet (“l33t”) language 
r additions in form of suffixes such as ‘2’ or ‘unbanned’. 

Validation of results . To validate the results of our method- 
logy, we manually analyze pairs of accounts that are only re- 

ated to each other (i.e. they form a connected component of 
ize 2), and that fulfill one of these two requirements: 

1. If the accounts are from the same forum, they have less 
than 5 interactions between them. The rationale is that, if 
two accounts are from the same user or gang, they won’t 
interact with each other. 

2. If the accounts are from different forums, they are related 

due to their username similarity. As described before, this 
implies that their Jaro-Winkler distance is over 0.85 (out of 
1). 

Using these heuristics, we obtained a total of 3716 pairs 
f accounts. From these, we selected the top 200 according to 
heir MultFS score, and conducted conducted manual valida- 
ion to verify whether the accounts are from the same user 
r not. This validation consisted of the reading of the posts 
here the various artifacts (e.g. Skype usernames or IP ad- 
resses) have been posted. We consider two accounts belong 
o the same user if there is clear evidence of it, i.e. the user
rovides strong evidence of being the owner of the identifier 
osted by the two accounts (e.g. “Add me on Skype: xxxxx” or 
send me an email to xxxxx”). Overall, we found that 60% of the
airs were from the same user. In some cases (15%), we ob- 
erve that the accounts were wrongly related. Most commonly,
his is due to one account reporting the other as a scammer,
r one account quoting verbatim the content of the other ac- 
ount. We found also threads where a user was being doxed 
see Section 4.4 ), and thus its personal information was being 
e-posted by various actors. Finally, some accounts (25%) were 
roviding the same identifiers, but we were not able to find 

trong evidence of these being the same user. Overall, the val- 
dation showed that 3 out of 5 of the accounts that are linked
sing our methodology belong to the same user. If we ignore 
hose which are unknown, we observe a False Positive rate of 
0%, which means that an online investigator can expect that 
0% of the accounts being linked by our method actually be- 
ong to the same actor. In Section 5 we discuss about the lim-
tations with respect to False Negatives in our methodology. 

Stylometry analysis . To further validate our methodology,
e use Doppelgänger-finder, a state-of-the-art stylometry 
nalysis tool, which was first used to detect multi-accounts 
n underground forums ( Afroz et al., 2014 ) and later to 
nalyze cross-domain accounts on different social media 
ites ( Overdorf and Greenstadt, 2016 ). The use of this tool 
n large datasets is limited, e.g., dealing with more than 

0 accounts is computationally expensive and does not in- 
rease the accuracy of the classifier ( Overdorf and Green- 
tadt, 2016 ). Accordingly, the validation works as follows. First,
e select the list of 100 pair-of-accounts with higher MultFS,

.e., those that are most related and that also are not con- 
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Table 2 – Analysis of the Doppelgänger Finder (DGG) and 

MultFS similarities. SF? indicates whether the accounts 
are from the same forum ( 

√ 

) or not ( ✕ ). D1 and D2 are the 
positions of each other account in the DGG ranking. SU? 
indicates whether the accounts are from the same user 
( 
√ 

) or not ( ✕ ), done by manual inspection. 

Pair SF? DGG MultFS D1 D2 SU? 

1 
√ 

0.114 135.762 1 1 
√ 

2 
√ 

0.024 121.143 1 1 
√ 

3 
√ 

0.011 136.690 1 1 
√ 

4 
√ 

0.050 143.939 1 1 
√ 

5 
√ 

0.068 162.113 1 1 
√ 

6 
√ 

0.002 124.744 14 4 
√ 

7 
√ 

0.056 133.872 1 1 
√ 

8 
√ 

0.005 149.433 1 1 
√ 

9 ✕ 0.052 141.755 1 1 
√ 

10 
√ 

0.028 200.000 1 1 
√ 

11 
√ 

0.052 125.098 1 1 
√ 

12 ✕ 0.198 108.237 1 1 
√ 

13 
√ 

0.001 128.520 12 10 ✕ 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

nected in the social network graph or have a similar user-
name (see above). Since the validation method relies on natu-
ral language analysis, we exclude accounts from Russian fo-
rums. Second, we group the posts of each account in doc-
uments of around 500 words and filter out pairs where one
of the accounts has less than 4k words ( Overdorf and Green-
stadt, 2016 ). This resulted in 13 pairs (26 accounts) being ana-
lyzed. Third, we used JStylo ( McDonald et al., 2012 ) to extract
the same set of features from the documents originally used
by Afroz et al., (2014) . Finally, we applied the open-source ver-
sion of Doppelgänger-finder to obtain the pairwise probabili-
ties for each of the accounts. 

Results from Doppelgänger-finder can be analyzed either
using thresholds (which consider two accounts are from the
same user if their joined probability is above a predefined
threshold) ( Afroz et al., 2014 ) or considering accounts with
higher probabilities ( Overdorf and Greenstadt, 2016 ), i.e. to get
the account that looks more similar to each other. The former
requires ground truth on the dataset to establish thresholds.
Thus, we follow the latter approach. For each account, we get
an ordered list based on how similar the other accounts are
(i.e., ordered by their joint stylometry probability). Accordingly,
for each of the 13 pairs, we analyze the ranks of each partner
from the list. 

Table 2 shows this comparison (DGG is the Doppelgänger-
finder probability). D1 (D2) is the position of user 2 (1) in the
Doppelgänger-finder list of user 1 (2). Column 2 (DF?) indicates
whether the two accounts are from the same forum. We have
manually analyzed all the pairs and labeled them as either
the accounts being from the same user (S) or false positives (F)
(see column “Type” in Table 2 ). We observe that out of the 13
analyzed pairs, only one is a False Positive. This pair has been
related by their MultFS due to one of the accounts quoting ver-
batim the content of the other account in the reply, including
the contact details. Most of the pairs have both members hav-
ing each other in the first position of their ranks, i.e. they have
the highest stylometry similarity and are thus most related to
each other. All these cases are pairs of accounts from the same
user. Only 2 pairs (#6 and #13) do not have similar stylometry.
One of them is the False Positive discussed before. The other
pair is undoubtedly from the same user, but we have observed
that the language used is complex, containing several gram-
matical errors and typos, and also extended use of jargon. Un-
der these circumstances, analysis based on Natural Language
Processing has limitations ( Caines et al., 2018 ). Thus, methods
that do not rely on NLP (or a combination of these), like the one
proposed here, are a potential direction to improve investiga-
tions on online underground communities. Two pairs contain
accounts from different forums. 

In general, accounts that are linked using our method-
ology also have similar stylometry, but this is not always
the case. Moreover, applying stylometry analysis with large
datasets is limited since it requires high computational re-
sources and also a minimum amount of text to do the anal-
ysis ( Afroz et al., 2014 ; Overdorf and Greenstadt, 2016 ), and
indeed we were able to run the tool only over 13% of the
pairs selected for manual validation. It suggests that a hybrid
approach is a promising technique to deal with large-scale
datasets and to identify accounts from the same user. During
our experimentation, we have detected various accounts from
Russian forums and English forums that are closely related.
While we have not gone through further validation, due to our
lack of understanding of Russian, the features for which they
are related indicate a high likelihood of these belonging to
the same user. Again, in such a scenario, language-dependent
techniques such as NLP would fail to link accounts. Since we
mostly rely on features that are independent of the language,
our method allows identifying such accounts. 

The proposed validation has two main limitations. First,
due to the lack of labeled data, it requires manual validation,
which is error-prone. We have partially addressed this limi-
tation by relying on strong evidence, i.e., checking that the in-
formation posted is claimed as being from the user who posts.
Second, our validation does not allow us to quantify at scale
the number of false positives and false negatives. Again, this
process would require a labeled dataset to actually account
for the number of mislabeled pairs. We note that the scope of
the methodology is to assist during online investigations, by
automatically linking related accounts. Thus, we next provide
some case studies on it could be used for such investigations.

4.4. Case studies 

As we have mentioned before, the purpose of our methodol-
ogy is to identify related accounts. In this section, we analyze
some interesting cases of related accounts that do not nec-
essarily belong to the same user. As presented in Section 4.3 ,
our methodology can be combined with other approaches (like
SNA or stylometry analysis) to further identify which of these
related accounts belong to the same user. We leave for future
work the analysis about the use of multiple accounts by the
same user. 

4.4.1. Proxy sellers 
We have identified a group of accounts sharing the same IP
addresses and links. These accounts are selling proxies and
use multiple forums. Three of them were selling the same
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roducts (i.e., a single seller having multiple accounts or vari- 
us members of an organization), mostly proxies.4 Their posts 
ainly consisted of large lists of IP addresses, together with 

he description of where these IP addresses were geographi- 
ally located. Additionally, each IP contained a link to an ex- 
ernal page, where the actual trading occurs. In one of the 
orums, the activity carried out by the accounts was similar.
y longitudinal analysis of the posts and threads made by 
hese accounts on a single forum, we have seen that the group 

tarted their business with an initial account. After a couple 
f months, they created two other accounts. Indeed, the first 
ccount ceased its activity soon after the two accounts were 
reated. Both accounts ceased activity on the same day and 

ade their last post at similar times. Regarding the posting 
ours, we manually verified that the average hours at which 

he users posted followed similar patterns. 

.4.2. Doxing 
rading in underground forums relies on 

rust ( Afroz et al., 2013 ; Dupont et al., 2016 ). In some cases,
ransactions end up in users giving their money to sellers 
hich do not respond and steal their money (i.e., scammers).
 common approach to revenge scammers is through dox- 

ng ( Snyder et al., 2017 ), where scammed users post personal 
r identifiable information about the scammers. One of the 
ccounts is accusing the other of having multiple accounts,
nd for such purpose, he or she posted various contact details.
his case shows that a potential application of our approach 

ould be to detect doxing in underground forums since this 
ractice commonly requires posting personal information.

ndeed, various of the accounts that were wrongly identified 

s being from the same user (see Section 4.3 was due to one 
f them was doxing the other, and thus posting the same 

dentifiers. 

.4.3. Bots 
hile our methodology has not been designed as a bot detec- 

ion system, in certain cases it can capture the usage of au- 
omated tools or bots in pairs of accounts. We have detected 

arious pairs of accounts using similar or the same posts to 
dvertise some products or services or to increment the traf- 
c or views in certain threads. They were advertising vari- 
us third-party services, with links to such services. These ac- 
ounts have different names, but were registered at the same 
ime, and had their last post the same day. Thus, these were 

ost probably created and operated by automated means (i.e.,
ots). Thus, these are spam-bots. Moreover, we have verified 

hat these accounts have been banned and no longer exist in 

he online forum. 

.4.4. Post copies/plagiarism 

ome pairs were related due to the members copying posts.
hese were both highly-related, since the information posted 

s the same, and this information included links and contact 
mails. In one of the cases, the information that our system 

onsidered to relate a variety of accounts refers to a tutorial 
n a stresser service setup (used to create DDoS attacks), which 
4 Note that we ignore whether the infrastructure for these prox- 
es was hacked or stolen, or it comes from licit means. 

t
m
i

ncluded various configuration parameters that were unique 
or such service. After analyzing other posts, they seem to be 
ifferent users that copied the tutorial from the same source.

n another case, the accounts were related because they were 
opying a tutorial related to email spam. This tutorial included 

mails and IP addresses and was classified as related. These 
ituations result in false positives for our system. Still, we con- 
ider these accounts are somehow related (i.e., they are post- 
ng the same tutorial), and thus might be of interest to in- 
estigate specific activities. We recall that our methodology 
s not intended to indicate the reason by which two accounts 
re related, but to detect such relationships at scale. In the 
articular case of accounts posting copies, the intention can 

ary from sharing some useful information (e.g., to gain rep- 
tation), to promote others’ products or services by reselling,
r to gain notoriety by popping up their post. Indeed, without 
nalyzing further context (e.g., the replies), it is challenging to 
nderstand whether accounts posting the same content are 

ndeed from the same user (e.g., users diversifying their activ- 
ty across forums), or one copying content from the other. 

. Discussions 

his work presents a methodology to improve investigations 
f cybercrime activities sustained by online social media 
ources. In this section, we discuss the limitations, potential 
pplications, and associated ethical issues. 

Limitations . We manually select the features used for the 
omparison of accounts, which are based on existing works 
nd our expertise related to the analysis of underground fo- 
ums. Nevertheless, this set can be modified or extended 

hen adapted to other social media platforms. We assume 
hat users either do not care about their accounts being linked,
r they make mistakes. If they do not share any of these fea-
ures or are cautious to use different ones, then our method- 
logy would fail to detect them, turning into false nega- 
ives. However, previous investigations have shown that this 
nformation is not always hidden, even by high profile ac- 
ors ( Krebs, 2017b ; Popper, 2015 ). If these identifiers are present
n the dataset, then our methodology would link the accounts 
ogether. Moreover, the main contribution of the proposed 

ethodology is that it helps to quickly process a large dataset 
nd link together accounts that are related. These relations 
re in many cases due to being from the same actor (see 
ection 4.3 ). Also, some users might use techniques to bypass 
utomatic scrapings, such as changing ‘http’ by ‘hxxp’ or the 
 symbol for ‘at’ Our current implementation does not deal 
ith all possible cases, though these can be easily included by 

dding heuristics or improving the regular expressions used 

or data extraction. Similarly, the feature extraction might in- 
lude values that do not belong to the corresponding feature,
.g., text resembling BTC addresses or IPs due to these hav- 
ng the same format. We have partially overcome this limi- 
ation by sanitizing and reducing the dataset as explained in 

ection 3.2 . It is important to note that certain accounts might 
et a higher degree of similarity due to plagiarism, i.e., a user 
hat copies the contents of another user. We note that our 

ethodology allows linking these two accounts together since 
t might be of interest in certain investigations. As explained 
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5 https://github.com/jcabrero/multfs _ public 
6 www.cambridgecybercrime.uk 
before, our validation was done by manually inspecting the
posts of a limited subset of pairs of users where the accounts
have shared the same artifact. This requires a certain amount
of manual effort and does not scale, so it does not allow to
quantify the accuracy of the process. Thus, the proposed ap-
proach must be considered as an auxiliary tool to help man-
ual investigators, which at the end must collect proper evi-
dence that must be used in court, a process that is challenging
employing fully-automated tools. Also, as discussed before, a
limitation of our methodology is that it only works when two
accounts provide similar information. In case this informa-
tion is missing, then the analysis must uniquely rely on other
methods, like stylometry analysis or social network analysis.
Nevertheless, the benefits of the proposed methodology out-
weigh its limitations, and can be used together with other ap-
proaches. State of the art tools are not able to deal with large
datasets, and simple pattern extraction does not work due to
the need to process and link together a large number of user
accounts with their features. 

Potential applications . The proposed methodology can be
beneficial in various domains. Firstly, it can assist law enforce-
ment and cyber-intelligence practitioners to quickly get inter-
esting accounts out of a pool of members, or to identify ac-
counts with stronger links to a known offender. Another po-
tential application would be for forum administrators. Cer-
tain forums do prohibit the possession of multiple accounts,
and identifying related accounts may increase the security of
these forums, as well as removing certain account behaviors
such as spamming or botting . Additionally, this methodology
can be incorporated to improve existing analysis approaches
of social media data. For example, it can be used to reduce the
number of users being analyzed in resource-consuming pro-
cesses like stylometry analysis ( Afroz et al., 2014 ). Also, it can
improve social network analysis, e.g., by grouping accounts
belonging to the same actor, or by creating new links between
nodes based on their MultFS similarity. Finally, our methodol-
ogy can be used to generate a ground-truth for testing super-
vised algorithms used to capture similarities between pairs of
users by other means. It can be adapted to various domains,
provided that the online investigator(s) properly select and ex-
tract the features and provide a mapping of these features to
the users that shared them. Then, the rest can be applied di-
rectly in an automated way. 

Ethics . This project deals with a dataset collected by
the Cambridge Cybercrime Centre which was shared with
us under a legal agreement. We comply with the terms
and restrictions of the data usage stated on such agree-
ment and follow standard guidelines in computer science re-
search ( Dittrich et al., 2012 ; Thomas et al., 2017 ). Concretely, we
only use the data for the research exposed in this document.
Even though the main purpose of this project is to identify
related accounts, we do not aim at identifying the individu-
als behind these accounts. Thus, we never process informa-
tion out of what these users have shared publicly in the fo-
rums, even if such analysis would have been useful to refine
our measurements. For example, we do not aim at geolocating
the IPs or to further explore the links. Moreover, to reduce the
potential harm caused to these individuals, we do not publish
or disclose any personally identifiable information posted in
the forums. Also, to reduce the likelihood that the identities of
the users could be leaked, we were careful with the presenta-
tion of our results (e.g. not providing further details on the case
studies). The data is treated with due precautions, stored en-
crypted in one of our servers, and with access restricted only
to the authors of this work. Finally, to preserve justice and fair-
ness, we do not arbitrarily target specific groups based on any
non-technical factors such as social, racial, or religious issues.

Reproducibility . Finally, to foster reproducibility, we make
our code publicly available. 5 Note that, in order to reproduce
our results, researchers must contact the Cambridge Cyber-
crime Centre and request access to the CrimeBB dataset used
in our experiments. 6 

6. Conclusions 

Online media sources, such as underground forums and mar-
kets, are a valuable source of information for security prac-
titioners and law enforcement. Most of these are openly ac-
cessible and only require users to register an account. Users
can thus make use of various accounts, for example, to hin-
der law enforcement investigations or to influence the mar-
ket. In this work, we have presented a methodology for the
identification of accounts that are related to each other. The
methodology relies on characteristic artifacts publicly posted
by users (e.g. Skype handles or email addresses) and is able
to compute similarities of a pair of users even in forums of
different languages. The methodology is designed to analyze
online identities at scale, in reduced time frames, and thus
can deal with large datasets. We conduct our experimentation
with a dataset of more than 56M posts from underground fo-
rums and show how our methodology can be combined with
existing approaches to assist in online investigations. The pro-
posed methodology is flexible and can be adapted to the anal-
ysis of other online media sources. 
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