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A B S T R A C T   

Ear recognition systems are one of the popular person identification systems. These biometric systems need to be 
protected against attackers. In this paper, a novel method is proposed to detect spoof attacks within ear 
recognition systems. The proposed method employs Convolutional Neural Network (CNN) which is based on 
deep learning and Image Quality Measure (IQM) techniques to detect printed photo attacks against ear recog-
nition systems. Full-reference and no-reference image quality measures are used to extract ear image features. 
Score-level fusion is used to combine the scores obtained from image quality measures. Finally, decision-level 
fusion is employed to fuse the decisions obtained from CNN and IQM systems. The final decision is obtained 
as real or fake image as the output of the whole system. The experiments are conducted on publicly available ear 
datasets namely, AMI, UBEAR, IITD, USTB set 1 and USTB set 2 and the obtained results are compared with the 
state-of-the-art methods that are focused on printed photo attacks as well.   

1. Introduction 

Today, the identification systems based on biometric traits become 
inevitable for human life. The application of the person identification 
systems has wide range in the area of the biometric community. Ear 
recognition systems are recently used in the area of biometrics. Many 
studies have been done so far to propose novel and robust ear recogni-
tion systems. Since ear of the human has rich, reliable, distinctive and 
invariant features and no cooperation with the user is required, it is a 
preferred biometric trait to be implemented in the person identification 
systems (Hassaballah, Alshazly, & Ali, 2019; Alqaralleh & Toygar, 2018; 
Omara, Feng, Zhang, & Zuo, 2016; Yuan & Mu Chun, 2012; Toygar, 
Alqaralleh, & Afaneh, 2018). Although biometric trait based person 
identification systems provide some advantages in human’s life, lack of 
security of these systems can cause horrible outcomes. The intruders 
may attempt to have access to these systems’ accounts by applying 
illegal methods. In other words, if the intruder tries to have access to 
someone else’s account for specific purposes, this is called spoofing. 
There are many ways for intruders to do that. A person identification 
system which is based on any biometric trait can be attacked with 
printed photo of a biometric trait. The most common attack types are 
printed photo attack, digital photo attack, replay video attack, mask 

attack and plastic surgery attack (Kisku & Rakshit, 2017). Consequently, 
these systems need to be protected against fraudulent attacks. Many 
anti-spoofing methods which are mostly based on deep learning, texture, 
motion, image quality and liveness have been proposed by scientists for 
spoof detection. The details related to these methods are explained in the 
next section. In this study, a novel and efficient method is proposed to 
counter printed photo attacks to an identification system which is based 
on ear biometric trait. In the implementation of the proposed method, 
deep learning based Convolutional Neural Network method and 5 Image 
Quality Measures (IQM) are fused to obtain a robust anti-spoofing al-
gorithm. There are some contributions of this study. Firstly, the fusion of 
CNN and IQM functions for ear anti-spoofing systems is implemented the 
first time in this study. Secondly, the fusion of 5 image quality metrics 
for the detection of spoofing attacks for ear biometrics through feature- 
level, decision-level and score-level fusion strategies are presented. 
Finally, ear anti-spoofing system results are demonstrated the first time 
on four ear databases namely, AMI, UBEAR, IITD and USTB in this study. 
The rest of this paper is organized as follows: the literature review and 
the details of the methodology are explained in Section 2 and 3, 
respectively. Section 4 describes the proposed method. Experimental 
results are demonstrated in Section 5. Finally, the paper is concluded in 
Section 6. 
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2. Literature review 

According to the literature, anti-spoofing techniques are based on 
texture, liveness, motion and image quality (Kisku & Rakshit, 2017). 
Texture-based methods are implemented in the feature extraction step of 
an anti-spoofing system. In these type of methods, in order to determine 
whether the biometric test image is real or fake, the comparison of the 
test image and the training image is performed by analysing their texture 
patterns. In the study of Raghavendra and Busch (2015), Multi-Scale 
Binarized Statistical Image Feature (M-BSIF) extraction method has 
been applied to describe the textures of the iris images for presentation 
attack detection system. In Boulkenafet, Komulainen, and Hadid (2016), 
Local Binary Patterns (LBP), Co-occurrence of Adjacent Local Binary 
Patterns (CoALBP), Local Phase Quantization (LPQ), Binarized Statisti-
cal Image Feature (BSIF) and Scale-Invariant Descriptor (SID) have been 
implemented on colour images for face spoof detection system. 

Scientists state that the use of motion of the user, such as head 
movement, lips movement, eye blinking and expression changes, has 
contribution in the solution of an anti-spoofing problem. In that 
approach, motion of a person is tracked to detect fraudulent attempts to 
the identification system. In the study of Edmunds and Caplier (2018), a 
novel countermeasure method has been proposed to detect spoof attacks 
to a face recognition system. In that method, Conditional Local Neural 
Fields (CLNF) algorithm is applied for face tracking in the low-level of 
the proposed method. Further, Fisher vectors are used to describe the 
motions in the mid-level of the proposed method. According to that 
study, motion-based methods can be used as an extra countermeasure in 
anti-spoofing systems. Besides, liveness detection is another way to cope 
up with the problem of spoofing. In order to detect liveness of the bio-
metric trait, hardware-based and software-based tecniques are imple-
mented in the literature. Hardware-based techniques can be 
implemented in the sensor-level of an anti-spoofing system to measure 
the sweat of the fingerprint, facial thermogram, blood pressure or 
reflection of eye by integrating extra sensing devices. On the other hand, 
in the study of Gragnaniello et al. (2015), a liveness detection algorithm 
has been implemented by using LBP for print attack of iris images on 
mobile devices. Further, in the study of Singh and Arora (2017), eye 
blinking and lip movement have been considered to detect liveness of 
the facial images by implementing morphological operations. In bio-
metrics community, image quality assessment technique is another 
popular way to counter spoof attacks. The images are classified as 
genuine or impostor image by taking the quality difference between 
them into consideration. In the study of Galbally, Marcel, and Fierrez 
(2014), 25 image quality measures are computed and used for spoof 
detection of attacks based on iris, face and fingerprint biometric traits. 
Moreover, image quality based, motion-based and texture-based tech-
niques are combined to obtain robust algorithms for spoof detection in 
some studies such as Feng et al. (2016) and Farmanbar and Toygar 
(2017). CNN-based deep learning methods are widely used methods for 
anti-spoofing algorithms for different kinds of biometric traits such as 
face, iris, fingerprint, fingervein and even speech. The authors proposed 
face anti-spoofing method which is based on fusion of image quality and 
motion cues with the approach of CNN in Feng et al. (2016). Next, in the 
study (Kim, Park, Song, & Yang, 2016), a deep learning based method 
for fake fingerprint detection has been proposed. Further, in the paper 
(Czajka, Bowyer, Krumdick, & VidalMata, 2017), the authors have 
compared their two studies. The first study is based on handcrafted 
features that are classified by Support Vector Machine (SVM). The sec-
ond study is based on learned features using CNN. Consequently, CNN- 
based approach performed better results compared to the first study. 
Additionally, authors have proposed finger vein presentation attack 
detection algorithm which is based on deep CNN in the paper (Ragha-
vendra, Venkatesh, Raja, & Busch, 2017). Moreover, Dinkel, Qian, and 
Yu (2018) proposed speech spoof detection method based on deep 
Neural Networks (NN) on the dataset of BTAS2016 and overcome other 
methods. 

3. Methodology 

In this study, CNN-based deep learning and Image Quality Assess-
ment methods are employed to propose a robust and efficient ear anti- 
spoofing method. The employed methods are explained below. 

3.1. Image quality assessment 

Image Quality Assessment (IQA) is applied to measure the quality of 
the image in the presence of noise, blur, contrast, change of illumination 
or any other distortion. In the literature, there are two types of Image 
Quality Measures (IQM) namely, Full-Reference (FR) IQM and No- 
Reference (NR) IQM. Conceptually, FR IQM functions are used to 
compare the original image and its distorted version. In contrast, NR 
IQM functions are used to evaluate the quality of the original image 
without comparison. In this study, Peak Signal to Noise Ratio (PSNR), 
Gradient Phase Error (GPE), Structural Similarity Index (SSIM) and 
Reduced Reference Entropic Difference (RRED) are employed as FR IQM 
functions. Furthermore, High-Low Frequency Index (HLFI) is employed 
as NR IQM function. The mathematical formulas of PSNR, GPE and HLFI 
are described below (Galbally et al., 2014). The details of the SSIM and 
RRED functions are explained in Wang, Bovik, Sheikh, and Simoncelli 
(2004) and Soundararajan and Bovik (2012), respectively. PSNR is 
calculated as follows: 
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where I is the original image, ̂I is the distorted image and (N × M) is the 
size of the image. 

The formula for GPE is as follows: 
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where (Gi,j) and (Ĝi,j) represent gradient maps of I and ̂I in the x and y 
directions, respectively. 

HLFI metrics is calculated as follows: 
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where (Fi,j) represents Fourier transform of I. 

3.2. CNN-based deep learning 

Generally, Neural Network (NN) systems consist of neurons that are 
placed in the input layer, output layer and hidden layers. These neurons 
are connected in a specific way in order to communicate with each 
other. Each neuron in the network has a specific weight. Input neurons 
take the signal from the environment and combine it with its weight. 
Afterwards, the computation result is transmitted to the subsequent 
layer’s neurons. Finally, output layer’s neurons convey the computation 
result to the environment (LeCun, Bengio, & Hinton, 2015). 

Convolutional Neural Network (CNN) is a widely used supervised 
deep learning model which was developed by LeCun, Bottou, Bengio, 
and Haffner (1998). The first component of this model consist of 
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convolutional layers. In order to extract feature representation of an 
input image, convolutional operation is applied by using convolution 
filters in that layer. The input image is searched to detect different visual 
elements by convolving it with learned multiple filters. Among these 
filters are vertical filter, horizontal filter or diagonal filter where each 
filter extracts different features. The convolved results are called as 
feature maps. The number of obtained feature maps is equal to the 
number of convolutional filters used. In order to transmit computed 
output values of neurons of current layer to the next layer, non-linear 
function is needed to detect non-linear features. The most commonly 
used non-linear function in CNN architectures is Rectified Linear Unit 
(ReLU) because it works better in terms of speed (Wang & Chen, 2020; 
Agarap, 2018). ReLU puts zero instead of negative values which repre-
sent black. Implementing the first convolutional layer provides to obtain 
low-level features such as edges, colour, texture, gradient orientation, 
etc. of an image. Additionally, if more convolutional layers are added 
into implementation, high-level features will be obtained as well. This 
approach will led network to learn the input image deeper. Conse-
quently, we can say that using multiple convolutional layers is 
advantageous. 

The next component of a CNN model is called pooling layer which 
aims to reduce the computation of data and select important features 
(Phan, Hertel, Maass, & Mertins, 2016; Zhou et al., 2016). The function 
of this layer is subsampling the output feature representation of con-
volutional layer to reduce the dimensionality of the feature map. One of 
the most commonly used pooling layers is Max pooling which selects 
maximum value from subdivided feature map. Afterwards, obtained 
features are flattened to construct one dimensional feature vector and 
this feature vector is fed to fully-connected layers. The principle of fully- 
connected layer is like traditional NN model. It consists of input layer, 
output layer and hidden layers. In a fully-connected layer, each neuron 
of current layer is connected to all neurons of the next layer. In this 
context, the obtained feature vector will be received by neurons of input 
layer and pass through all hidden layers. Finally, the output of the last 
hidden layer will be the input to output layer to be classified as a specific 
class. In the output layer, Softmax classifier is applied for the classifi-
cation of an image. The pattern of input image is learned by the con-
volutional network and the classification provides the output. In that 
network, every iteration of training is achieved by applying back-
propagation algorithm. In order to obtain the best classification rate, the 
network model will be trained over a number of epochs (Gu et al., 2018). 
In the CNN model, memorizing training data problem which is also 
known as overfitting occurs in the case of small number of image data. 
This problem can be prevented by using regularization techniques where 

dropout is one of these techniques (Wu & Gu, 2015). The working 
principle of Dropout is that some neurons are dropped in every iteration 
of NN model. Therefore, the network is not dependent to specific neu-
rons (Srivastava, Hinton, Krizhevsky, Sutskever, & Salakhutdinov, 
2014). Moreover, in order to optimize CNN model, some techniques are 
available. One of these techniques is Batch Normalization (BN) that is 
applied to normalize the inputs of each layer to overcome internal 
covariant shift problem (Ioffe & Szegedy, 2015). 

4. Proposed method 

Fusion techniques become compulsory to combine multiple results 
into a common one in the solution of computer vision applications. In 
the literature, feature-level fusion, score-level fusion and decision-level 
fusion are the most commonly applied fusion techniques (Ross & Jain, 
2003). Firstly, in the feature-level fusion technique, extracted multiple 
features are fused in order to obtain common feature vector for further 
process. Besides, score-level fusion technique is applied into obtained 
scores after matching step of the method. In this technique, the obtained 
scores from multiple algorithms are normalized to bring them into a 
common scale so that they can be ready to fuse. There are several types 
of normalization techniques namely, min–max, tanh and z-score. 
Finally, when multiple decisions are obtained after decision module, 
decision-level fusion either with OR rule, majority voting or weighted 
majority voting technique is applied to have the final decision. In this 
study, feature-level fusion technique has been applied to combine the 
extracted features from 5 IQM functions. Furthermore, decision-level 
fusion with OR rule and majority voting technique and score-level 
fusion with aforementioned normalization techniques have been 
applied. 

Firstly, IQM functions are employed to extract distinctive features 
from test image in the proposed method. In the first step, the original test 
image (I) is filtered to obtain the smoothed image (̂I) by using Gaussian 
3 × 3 kernel filter which has 0.5 as σ value. This approach expects that 
the loss of quality delivered by Gaussian filtering varies between 
genuine and fake biometric test images (Galbally et al., 2014). After-
wards, (I) and (̂I) are used as an input to FR IQM functions. In the 
meanwhile, (I) is used as an input to NR IQM function. In the matching 
step, Manhattan distance is calculated between test image and all 
training images according to the obtained results in the previous step. In 
the next step, min–max score normalization is applied to adjust scores 
obtained in different scale to a common scale. Score-level fusion is 
employed as a final step to obtain final decision (real\fake). The block 

Fig. 1. General block diagram of the proposed ear anti-spoofing method.  
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diagram of the proposed method is illustrated in Fig. 1. Moreover, deep 
learning based method CNN is employed to discriminate test image 
either as real or fake. The architecture of CNN part is illustrated in Fig. 2. 
CNN part includes 5 convolutional layers with size of 3 × 3 filter map to 
extract features and non-linear ReLu activation function to detect non- 
linear features. The number of output filters in the first, second, third, 
fourth and fifth convolution layers are 32, 64, 64, 96 and 32, respec-
tively. After each convolutional layer, max pooling layer with 2 × 2 
pooling size is applied. Further, Batch Normalization (BN) follows each 
max pooling layer. Before flattening of feature maps, Dropout with 0.2 
probability is applied to overcome overfitting problem. Next, concate-
nated feature vector is used as an input layer to feed the Neural Network 
(NN). Epoch number is adjusted to 250 to train the NN. In the network, 
Softmax classifer is used to classify input ear image as real or fake. After 
implementation of aforementioned methods separately, two decisions 
are obtained. Therefore, in order to obtain final decision among ob-
tained decisions, decision-level fusion with OR rule is applied. 

5. Experimental results 

In order to evaluate the performance of the ear anti-spoofing sys-
tems, several experiments have been conducted. Firstly, every method 
has been implemented separately to observe the performance individ-
ually. Afterwards, fusion techniques have been applied to increase the 
performance of the individual methods. The details of the conducted 
experiments are explained below. 

The aforementioned experiments have been conducted on 5 different 
datasets namely, UBEAR, AMI, IITD, USTB set 1 and set2 (Raposo, 
Hoyle, Peixinho, & Proença, 2011; Gonzalez et al., YYYY; Kumar & Wu, 
2012; Mu & Yuan, YYYY). As a summary, left and right ears of 50 sub-
jects are selected randomly which makes 100 ear images in total from 
UBEAR and AMI databases to construct our experimental datasets. The 

selected images have the size of 236 × 159 and 702 × 492 for UBEAR 
and AMI datasets, respectively. There are right ear of 124 subjects with 
the size of 204 × 272 in the IITD dataset that is used for our experiments. 
Finally, the first and the second dataset of USTB database are used for 
constructing our experimental datasets. In this context, right ear of 60 
subjects with the size of 150 × 80 and right ear of 76 subjects with the 
size of 400 × 300 are used for set 1 and set 2, respectively. The spoof 
databases for aforementioned databases are constructed by us because 
there is no available spoof database for ear biometric trait in the bio-
metric community. In this context, the original ear images are printed on 
A4 paper by using Olivetti d-colour mf223 printer device that has res-
olution of 1800 × 600. Next, each printed ear image is captured by 
Iphone 6s camera that is 12 megapixel. Captured ear images are resized 
for all databases separately and stored in spoof databases. Afterwards, 
train and test sets are constructed for all aforementioned databases. Half 
of the ear images which are real in one database and corresponding fake 
ear images are stored in the train set. The rest of the ear images of that 
database and corresponding fake ear images are stored in test set of that 
database. Consequently, 5 train sets and 5 test sets are constructed for 
aforementioned databases. The obtained results are shown in terms of 
False Fake Rate (FFR), False Genuine Rate (FGR) and Half Total Error 
Rate (HTER). FFR represents the number of real images that are classi-
fied as impostor and FGR represents the number of fake images that are 
classified as genuine. Additionally, HTER is computed as (FFR + FGR)/ 
2. 

5.1. Preliminary experiments 

Implementations of deep learning method which is CNN and image 
quality measures namely PSNR, GPE, SSIM, HLFI and RRED have been 
performed separately. The results for each method on AMI, UBEAR and 
IITD databases for ear anti-spoofing are shown in Table 1 and the error 

Fig. 2. Architecture of the CNN part of the proposed ear anti-spoofing method.  

Table 1 
Effects of deep learning and image quality assessment methods for ear anti-spoofing on AMI, UBEAR and IITD databases (Results are in percentages).   

AMI Database UBEAR Database IITD Database 

Method Name FFR FGR HTER FFR FGR HTER FFR FGR HTER 

CNN 0.0 1.0 0.5 69.0 0.0 34.5 1.0 1.0 1.0 
PSNR 42.0 26.0 34.0 35.0 39.0 37.0 13.0 30.0 21.5 
GPE 10.0 4.0 7.0 45.0 27.0 36.0 2.0 10.0 6.0 
SSIM 4.0 11.0 7.5 46.0 39.0 42.5 0.0 39.0 19.5 
RRED 24.0 28.0 26.0 58.0 54.0 56.0 34.0 31.0 32.5 
HLFI 43.0 40.5 41.5 52.0 43.0 47.5 2.0 50.0 26.0  
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rates on USTB datasets are demonstrated in Table 2. As shown in Table 1 
and Table 2, CNN performs better results with HTER values of 0.5, 34.5, 
1.0 and 4.5 for datasets of AMI, UBEAR, IITD and USTB set 1, respec-
tively. On the other hand, the minimum HTER value which is 0.0 is 
obtained by HLFI for USTB set 2. According to the comparison of IQM 
functions, GPE achieves better performance with HTER values of 7.0, 
36.0, 6.0 and 11.0 for AMI, UBEAR, IITD and USTB set 1 datasets. On the 
other hand, HLFI performs better result with HTER value of 0.0 for USTB 
set 2 dataset. Since the obtained results are not consistent for all data-
sets, fusion techniques have been applied to obtain more accurate 
results. 

In order to determine which fusion technique works better for the 
combination of the results of 5 IQM functions, Score-Level Fusion (SLF) 
with min–max, tanh and z-score normalization, Feature-Level Fusion 
(FLF) and Decision-Level Fusion (DLF) with Majority Voting techniques 
have been applied. According to the results shown in Table 3 and 
Table 4, Score-Level Fusion with min–max and z-score normalizations 
perform same results with HTER value of 0.0 on datasets of AMI, 
UBEAR, USTB set 1 and set 2. Meanwhile, DLF performs 0.0 HTER value 
for all datasets except UBEAR dataset. According to the results, Score- 
Level Fusion with min–max normalization technique is preferred 
because of its computation simplicity. 

In order to have consistent and robust results for all datasets, fusion 
technique of IQA and CNN is proposed for ear anti-spoofing problem in 
this paper. Results for implementation of the proposed method on AMI, 
UBEAR, IITD, USTB set 1 and set 2 databases are shown in Table 5. As it 
is shown, HTER value of 0.0 has been obtained on AMI, UBEAR, IITD, 
USTB set 1 and set 2, respectively. As a result, our proposed method 
achieves the best performances for all datasets. 

The execution times of the proposed method including both training 
and test times (model application time) in minutes for AMI, UBEAR, 
IITD, USTB Set 1 and USTB Set 2 databases are 316.65, 322.35, 23.41, 
9.57 and 14.03, respectively. 

5.2. Comparison with the state-of-the-art 

The comparison results which have been made with our proposed 
method and the other biometrics anti-spoofing methods are presented in 
Table 6. State-of-the-art systems use CNN for countering against spoof 
attacks and involve face, fingerprint and iris biometric traits. In the first 
study (Wang, Nian, Li, Meng, & Wang, 2017), the method is proposed for 
face anti-spoofing and the obtained error rates are 1.2 and 2.3 for their 
private database and CASIA, respectively. The second study (Rehman, 

Po, & Liu, 2018) proposes an anti-spoofing method for face biometric 
trait and the obtained error rates are 19.12 and 8.39 for CASIA-FASD 
and Replay-Attack databases, respectively. In the third study (Li et al., 
2018), the proposed anti-spoofing method is for face biometric trait and 
the obtained error rates are 1.4, 1.2, 0.0 and 7.0 for CASIA-FASD, 
Replay-Attack, MSU and Rose-Youtu databases, respectively. Further, 
a novel method is implemented for fingerprint biometric trait (Yuan 
et al., 2018) and 3.7 and 6.45 error rates are obtained for LivDet2013 
and LivDet2011 databases, respectively. Lastly, iris anti-spoofing CNN- 
based method is proposed in Kuehlkamp, Pinto, Rocha, Bowyer, and 
Czajka (2018) and 3.28, 0.68, 9.45 and 14.92 error rates are obtained on 
Notre Dame, Warsaw, Clarkson and IITD + WVU databases, respec-
tively. The comparison of the results of our method and the results of the 
state-of-the-art methods shows that the proposed method in this study 
achieves the best perfomances for all datasets with zero error rates. 

6. Conclusion 

In this paper, a novel ear anti-spoofing method is implemented to 
detect printed photo attacks by combining CNN and 5 IQM functions. 
Four of these IQMs are full-reference and one of them is no-reference. 
According to the preliminary experiments, results are not consistent 
for all datasets whenever deep learning and IQM methods are employed 
separately. Therefore, the fusion of CNN and IQM is proposed in this 
study. Comparison of our proposed method with the state-of-the-art 
CNN-based methods shows that our method achieves the best perfor-
mances for all datasets used in the experiments. As a future work, 

Table 2 
Effects of deep learning and image quality assessment methods for ear anti- 
spoofing on USTB set 1 and set 2 datasets (Results are in percentages).   

USTB Set 1 Database USTB Set 2 Database 

Method Name FFR FGR HTER FFR FGR HTER 

CNN 3.0 6.0 4.5 1.0 0.0 0.5 
PSNR 18.0 9.0 13.5 3.0 0.0 1.5 
GPE 14.0 8.0 11.0 7.0 7.0 7.0 
SSIM 17.0 15.0 16.0 2.0 0.0 1.0 
RRED 21.0 15.0 18.0 1.0 3.0 2.0 
HLFI 16.0 14.0 15.0 0.0 0.0 0.0  

Table 3 
Decision-level and score-level fusion results (in percentages) of IQMs on AMI, UBEAR and IITD databases.   

AMI Database UBEAR Database IITD Database 

Method Name FFR FGR HTER FFR FGR HTER FFR FGR HTER 

DLF(PSNR,GPE,SSIM,RRED,HLFI) 0.0 0.0 0.0 1.0 1.0 1.0 0.0 0.0 0.0 
FLF(PSNR,GPE,SSIM,RRED,HLFI) 10.0 12.0 11.0 30.0 27.0 28.5 1.0 32.0 16.5 
SLF-tanh(PSNR,GPE,SSIM,RRED,HLFI) 0.0 0.0 0.0 1.0 1.0 1.0 1.0 1.0 1.0 
SLF-min–max(PSNR,GPE,SSIM,RRED,HLFI) 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 1.0 
SLF-z-score(PSNR,GPE,SSIM,RRED,HLFI) 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 1.0  

Table 4 
Decision-level and score-level fusion results (in percentages) of IQMs on USTB 
set 1 and set 2 datasets.   

USTB Set 1 Database USTB Set 2 Database 

Method Name FFR FGR HTER FFR FGR HTER 

DLF(PSNR,GPE,SSIM,RRED, 
HLFI) 

0.0 0.0 0.0 0.0 0.0 0.0 

FLF(PSNR,GPE,SSIM,RRED, 
HLFI) 

11.0 6.0 8.5 3.0 0.0 1.5 

SLF-tanh(PSNR,GPE,SSIM, 
RRED,HLFI) 

0.0 0.0 0.0 0.0 0.0 0.0 

SLF-min–max(PSNR,GPE,SSIM, 
RRED,HLFI) 

0.0 0.0 0.0 0.0 0.0 0.0 

SLF-z-score(PSNR,GPE,SSIM, 
RRED,HLFI) 

0.0 0.0 0.0 0.0 0.0 0.0  

Table 5 
Proposed method (IQA  + CNN) results (in percentages) for ear anti-spoofing.   

Proposed Method (IQA  + CNN)          

Database Name  FFR FGR HTER    

AMI Database  0.0 0.0 0.0    
UBEAR Database  0.0 0.0 0.0    
IITD Database  0.0 0.0 0.0    
USTB Database Set1  0.0 0.0 0.0    
USTB Database Set2  0.0 0.0 0.0     
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different types of attacks such as replay video attack and digital photo 
attack can be investigated on ear biometrics. Further, ear anti-spoofing 
systems can be integrated to face anti-spoofing systems to develop a 
more robust anti-spoofing system. 
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