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A B S T R A C T   

Stereo vision measurement system is widely used in aerospace manufacturing, intelligent robot 
and other fields because of its unique advantages. However, when using the stereo vision mea-
surement system for measurement, there is no guidance for the parameter configuration of the 
measurement system for the scene and task constraints, resulting in the stereo vision measure-
ment system cannot play the maximum performance. In this paper, from two aspects of local 
measurement of camera parameters and global measurement of system parameters, the relevant 
model is established to analyze the measurement performance of a single independent camera 
and the performance of the whole stereo vision measurement system. Firstly, the relationship 
between single camera calibration parameters and measurement accuracy is analyzed; secondly, 
the relationship between stereo measurement system parameters and measurement accuracy is 
analyzed; finally, the stereo vision measurement error function is established to guide the design 
of measurement system parameters. According to the actual measurement experiment, the cor-
rectness of the analysis and the accuracy of the established function are verified, it is efficiently 
used for guiding the parameter design and camera selection of the measurement system in 
different measurement scene and task.   

1. Introduction 

In recent years, with the rapid development of stereo vision motion measurement technology, many products have come out and 
got good application effect [1–3]. This is due to its stable binocular stereo structure and the amount of information obtained, which can 
more truly and objectively reflect the real world movement of objects. Binocular stereo vision motion measurement technology does 
not need complex auxiliary equipment, it can determine the structure and motion parameters of the moving target through the amount 
of information obtained by binocular camera. Because it can independently complete specific measurement tasks, it is widely used in 
national defense [4], industrial production [5], and modern medical [6] and other fields [7–10]. Such as aircraft attitude control and 
analysis [11,12], structural vibration test and analysis [13], vehicle collision test [14], visual navigation [15], 3D object modeling and 
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environment reconstruction [16,17], etc. 
Researchers [18] developed a set of golf stereo vision measurement and analysis system. The system can obtain the trajectory and 

speed of the ball by taking specially designed golf images. Through the analysis of the motion parameters of the ball, and then guide the 
players’ batting action, realize the simulation training of the players, but the measurement accuracy is not high. Researchers [19,20] 
use two cameras fixed on the manipulator to take pictures of the feature pictures arranged in the environment, and locate the 
manipulator through the change of image features to obtain its motion parameters. And compared with the traditional manipulator 
that only relies on inertial parameters, by adding image features to the manipulator control, it can perform specific functions. Professor 
Helmick [21] has developed a Mars Lander based on stereo vision measurement technology. A pair of stereo vision cameras on the 
Rover are used to capture stereo image pairs. According to the change of image alignment features, the three-dimensional information 
of the rover is determined, and the real-time relative position and attitude parameters are obtained, and the motion trajectory is 
adjusted independently in the specific situation of the environment. Researchers [22] obtained the spatial environment characteristics 
through stereo vision camera, calculated its relative pose and motion state in virtual three-dimensional space, used for autonomous 
obstacle avoidance, trajectory planning and other space tasks, and also combined with other moving objects for assistance. 

Vision measurement has a wide range of applications [23,24], with the advantages of simple method, principle and structure. 
However, most of the current visual motion measurement products are specially designed for specific measurement targets, there is no 
general measurement equipment, and the measurement accuracy is poor. Due to the difference of the measured object, the difference 
of function is considered in the design of the measurement system, and the measurement accuracy is ignored. At present, there is no 
universal vision measurement equipment. According to the particularity of moving objects in different fields, researchers in various 
countries in the world reasonably design the measurement scheme. According to the similarities and differences of the measured 
moving objects, they reasonably arrange the stereo vision motion measurement system and the differentiated attitude algorithm to 
complete the three-dimensional motion parameter measurement task of moving objects [25–27]. 

This paper will analyze the factors that affect the measurement accuracy of stereo vision, such as sensor layout, visual imaging 
model, single camera calibration, 3D reconstruction and so on. Firstly, the influence of the internal parameters of a single camera on 
the measurement results is analyzed, then the influence of the layout of binocular stereo vision measurement camera on the mea-
surement results is analyzed, finally, the influence of the error caused by the measurement equivalent model on the measurement 
results is analyzed, and the whole measurement error solution model is given. According to the results of measurement error analysis, 
we design the experiment and analyze the results and evaluate accuracy of the system, so as to verify the correctness of this paper. 

The remainder of this paper is organized as follows: In Section 2, we analyze the influence of intrinsic parameters on the calibration 
results and give the data-driven test results. In Section 3 and Section 4, we analyse the influence of the overall structure parameters and 
the camera external parameters on the measurement accuracy in stereo vision measurement, and give the error function to guide the 
parameter design of the measurement system. Meanwhile, we provide the experiments to examine the stereo vision measurement error 
function. In Section 5 gives the conclusion. 

Fig. 1. Stereovision measurement system and imaging diagram.  
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2. Camera calibration model and parameter analysis 

2.1. Camera calibration model 

Pinhole model is a widely used camera imaging model in computer vision. Imaging mapping involves the transformation between 
different coordinate systems. As shown in Fig. 1, the following coordinate systems are defined: the image coordinate system takes the 
upper left corner of the computer image as the origin, the horizontal and vertical axes are x and y directions respectively, and the unit is 
pixel; the image plane coordinate system takes the intersection OC of the optical axis and the image plane as the origin, and the xy axis 
is the horizontal and vertical axes of the image plane respectively; the camera coordinate system takes the optical center O as the 
origin, and the optical axis is z axis, the xy axis is parallel to the horizontal and vertical axes of the image plane, and the world co-
ordinate system is the reference system of three-dimensional space [28]. 

The ideal pinhole imaging model can be deduced. The mapping relationship between the coordinates of a space point in the world 
coordinate system Pw(xw, yw, zw)

Tand the coordinates of its projection point in the image coordinate system p(u, v)Tis: 

zc
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Wherein, A is the internal parameter matrix of the camera; [R T ] is the external parameter matrix; f is the focal length of the camera; 
dx, dy are the horizontal and vertical spacing between CCD photosensitive elements; cx, cy are the coordinate of the main point; τ is the 
tilt factor(τ is 0 in general), indicating that the sensor chip is square; fx is represented by f/dx, fy is f/dy; zc is the z coordinate value of 
the space point in the camera coordinate system. Ris a 3 × 3 rotation orthogonal matrix, it represents the rotation relationship between 
the camera coordinate system and the world coordinate system, Tis a 3 × 1 translation vector, representing the position relationship 
between the two coordinate systems. 

In Fig. 1, the origin of the image coordinate system in the pixel coordinate system is (cx,cy), and the physical dimension of the unit 
pixel of the image plane in the x-axis and y-axis directions is dx,dy. Then, any image point in the image coordinate system (u,v)and its 
coordinate (x, y) in the image plane coordinate system satisfy the following relationship: 

⎧
⎪⎪⎨

⎪⎪⎩

u =
x
dx

+ cx

v =
y
dy

+ cy

(2) 

It can be expressed as a matrix: 
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The inverse relation is: 
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Due to processing, installation and other reasons, the camera lens often has distortion, which makes the spatial projection not 
strictly comply with the perspective projection model, but has a certain degree of distortion. In this paper, the influence of radial 
distortion is mainly considered, and the distortion influence is transferred from the image plane pixel coordinate system to the image 
coordinate system. Let the ideal coordinate of the space point in the image plane coordinate system be (x, y) and the actual coordinate 
be (xd,yd). The corresponding formula (4) can be written as: 
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the relationship between them is as follows: 
{

x = xd
(
1 + kr2)

y = yd
(
1 + kr2) (6) 

In which, r =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
x2

d + y2
d

√
，k is the primary radial distortion coefficient. Through formula (4), (5)and (6), we can get: 
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which, ud, vd are the projection coordinates after distortion, and u, v are the ideal projection coordinates. Formula (1) and (7) constitute 
the mapping relationship between the three-dimensional coordinates of space points and the image coordinates of their projection 
points. The main task of camera calibration is to find the internal and external parameter matrix A, R, T and distortion coefficient k. 

Coplanar points are used for calibration, and the formula can be obtained by radial uniform constraint: 
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Considering that the global optimization of all calibration parameters is an effective means to improve the calibration accuracy [29, 
30], we can establish the following optimization model: 

∑n

i=1

⃦
⃦mi − m̆

(
R,T, sx, k1, f ,Cx,Cy,Mi

)⃦
⃦ (9)  

Where, miis the i-th world coordinate point in the calibration board, and Mi is the point corresponding to mi on the pixel plane. m̆ is the 
world coordinate point obtained by reverse calculation of Mi, it is a nonlinear minimization problem. We can use the values of the 
parameters obtained above as the initial value of the optimized solution and k1 = 0, sx = 1. The Levenberg-Marquardt method is used 
to solve all the parameters in the model. 

2.2. Internal parameter analysis 

In this paper, the effect of calibration points’ numbers on the calibration parameters and results is tested by using the real image of 
laser points projected on the wall. The wall range is about 3 m × 4 m. Mikrotron MC3010 camera with resolution of 1690 × 1710, 
space between photosensitive elements, and lens model of AF zoom Nikkor 24-85 mm / 1:2.8–4d were used to take pictures of light 
spots on the wall. The points in the red circle in Fig. 2 are the initial six points participating in the calibration. 

Fig. 2. Wall light points experimental images.  
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The center coordinates of the circle are extracted by the barycenter method. Fig. 3 shows the relationship between the calibration 
result and the number of calibration points. It can be seen from the figure that the camera internal parameters will gradually stabilize at 
a certain value with the increase of the number of calibration points. The focal lengthf and optical center (Cx,Cy)can be stabilized 
quickly, which shows that they are not sensitive to the number of calibration points, while the distortion coefficient is greatly affected 
by the number of calibration points. 

Fig. 4 shows the effect of the number of calibration points on the calibration results by unifying the variation of each parameter into 
a coordinate axis. It can be seen from the figure that the calibration back projection error tends to a certain stable value after the 
number of calibration points reaches a certain number. From the figure, we can directly see the calibration points and the corre-
sponding internal parameters in the area with the lowest back projection error. 

Now analyze the influence of camera parameters on calibration error. According to Fig. 5, the change of focal length f has the 
greatest influence on the error, followed by the distortion coefficient and optical center. It shows that when the focal length f is stable, 

Fig. 3. The relationship between camera calibration points and internal parameters: (a) Reconstruction error with calibration points; (b) Focal 
length with calibration points; (c) Distortion coefficient with calibration points; (d) Optical center-Cx with calibration points; (e) Optical center-Cy 
with calibration points; (f) RMS in X direction with calibration points; (g) RMS in Y direction with calibration points. 

Fig. 4. The schematic of error changes the parameters under the unified axis.  
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choosing the appropriate distortion coefficient k is beneficial to the calibration results. 

3. Error analysis of external parameters in stereo vision measurement 

3.1. Layout of stereo vision measuring cameras 

The mathematical model of camera layout structure is shown in Fig. 6, including the angle (αl,αr) between baseline B and camera 
line of sight, focal length (fl, fr) and measuring distancez. The influence of these parameter changes on the measurement results is 
coupled and needs to be analyzed. 

Suppose two cameras CCDl and CCDr are placed horizontally. The image coordinate system is represented by Ol − XlYl and Or −

XrYr, Olol and Oror represent the optical axis of the left and right cameras respectively. The line connecting the two optical centers 
oland oris represented by B. The object point P is imaged in the left and right lenses, and is represented by pl(Xl,Yl) and pr(Xr,Yr)

respectively. The measurement coordinate system is ol − xlylzl, the projection of point P to the horizontal plane is represented by ωl 
and ωr, and the projection of point P to the vertical plane is represented by ϕl and ϕr. In the common view of the two cameras, the 
horizontal and vertical projections of the measured point are all in the camera field [31]. 

According to the geometric relationship shown in Fig. 6, point P can be expressed by camera layout structure parameters and 
projection angle. Let P′ be the projection point of P on the horizontal plane. In △olorP′ there are: 

Fig. 5. The influence of camera internal changes to the calibration result: (a) unified error change; (b) normalized error change.  

Fig. 6. Precision analysis model of cameras layout structure.  
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x = cot(ωl +αl) · z (10)  

cot(ωl +αl) · z+ cot(ωr +αr) · z = B (11) 

Z is the z-axis value of P point in the measurement coordinate system, that is, the object distance. In△PP′ol, we can get: 

tan ϕl =
y · sin(ωl + αl)

z
(12) 

The three-dimensional coordinates of point P can be expressed as: 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨
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B
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(13) 

In which, ωl = arctan Xl
fl
, ωr = arctan Xr

fr
, tan ϕl =

Y1 · cos ωl
fl
，tan ϕr = Y2 · cos ωr

fr
. 

The layout structure parameters of the camera are the key data, and the geometric relationship is shown in Fig. 6. Formula (13) can 
be expressed in the form of vector equation: 

p(x, y, z) = F(B,αl,αr, fl, fr ,Xl,Xr,Yl,Yr) (14) 

According to the theory of integrated distributed error, the overall error of 3D motion stereo vision measurement can be expressed 
as the measurement error of x, y and z axes: 

△ =
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Wherein δ is the error factor of each parameter. ψ i =
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represents the error transfer function of each factor. Therefore, 

according to formula (13), the error transfer function of each coordinate point of the image can be expressed as: 
⎧
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In which，θl = ωl + αl，θr = ωr + αr. 

3.2. External parameter analysis 

3.2.1. The influence of angle (αl,αr) on measurement accuracy 
3.2.1.a Whenαl = αr = αThe angle (αl, αr) between the two optical axes and the baseline is the key parameter to limit the relative 

position and attitude of the two cameras. The change of any angle is directly related to other parameters. In order to simplify the 
analysis process, it is assumed that the included angle ωl = ωr = ω on the horizontal projection plane, the image point error δX = δY =

M. Zhang et al.                                                                                                                                                                                                         



Optik 245 (2021) 167737

8

δ, the projection angle ϕ = ϕl = ϕr = 30◦ on the vertical plane, and the measurement error of the coordinate point can be expressed as: 

△XY =
Bδ
f
·

̅̅̅
2

√
cos ω

sin 2θ
·

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

sin2θ +
cos2ω
4cos2θ

+ tan2ϕ
( cos ω

2 cos θ
+ cos α

)2
√

(20) 

In which，θ = ω + α. 
According to the error distribution Fig. 7, it can be seen that the measurement error changes gradually with the angle α(αl = αr)

when ω= [− 65◦ 65◦]. As the horizontal projection angle is positive and ω= [0◦ 20◦],in the range of 15◦≤α≤ 30◦, the error distribution 
curve is inversely proportional to the intersection angle change; while in the range of 35◦≤α≤ 65◦, the error distribution curve is 
directly proportional to the intersection angle change; the error distribution curve is directly proportional to the intersection angle 
change when ω = [20◦ 65◦]. As the horizontal projection angle is negative and ω= [- 20◦ 0◦], in the range of 50◦≤α≤ 65◦, the error 
distribution curve is directly proportional to the intersection angle change; while in the range of 15◦≤α≤ 45◦, the error distribution 
curve is inversely proportional to the intersection angle change; the error distribution curve is inversely proportional to the inter-
section angle change when ω= [- 65–20◦]. 

Considering the actual situation, the variation of measurement error with angle α(αl = αr) in the range of horizontal projection 
angle ω= [− 20◦ 20◦] is analyzed. When the intersection angle α(αl = αr) changes in the interval [30◦ 45◦], the measurement error 
function has a minimum value (as shown in Fig. 8b)). When the angle α> 45◦ and increases gradually, the measurement error increases 
with the increase of horizontal projection angle. When α> 45◦, the measurement error increases sharply with the increase of α (as 
shown in Fig. 8c)). However, when α< 30◦, the measurement error increases sharply with the decrease of α (as shown in Fig. 8a)). 

To sum up, in order to balance the error distribution in the whole field of vision, the angle α is selected as the optimal angle in the 
interval [30◦ 60◦] to ensure the minimum measurement error and the highest measurement accuracy. 

3.2.1.b Whenαl ∕= αrIn fact, αl = αr is a special state, and (αl,αr) is not necessarily equal due to the installation error and the need of 
the installation structure. The measurement error caused by (αl,αr)is: 

ψαl
=

B sin θr

sin2(θl + θr)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1 +
tan2ϕl

sin2θl
· [sin θr − sin(θl + θr)cos θl]

2

√

(21) 

Fig. 7. The error distribution curve of the angle α.  

(a) (b) (c)

Fig. 8. The error distribution curve of the angle α with the ω= [− 20◦ 20◦]: (a) The error curve of α1; (b) The error curve of α2(c) The error curve 
of α3. 
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ψαr
=

B sin θl

sin2(θl + θr)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1 +
tan2ϕr

sin2θr
· [sin θl − sin(θl + θr)cos θr]

2

√

(22) 

Among them, θl = ωl + αl，θr = ωr + αr. When the angles (αl,αr)change at [30◦ 60◦], the overall error changes accordingly. In this 
case, the total error is the maximum of two angle errors: 

ψαl∕=αr
= max

(
ψαl

,ψαr

)
(23) 

In Fig. 9, in the range of (αl,αr)= [30◦ 60◦], ωl = ωr= 5◦ and ϕl = ϕr= 30◦. Whenαl = αr, the error distribution is the minimum. 
Therefore, when the angle between the two parts increases gradually, the error also increases. The results shown in Fig. 9 prove the 
correctness of Fig. 7 and Fig. 8 again. 

3.2.2. The influence of the change of projection angle on the measurement accuracy 
As shown in Fig. 6, the horizontal projection angle(ωl,ωr) and the vertical projection angle(ϕl,ϕr) are the two projection angles of a 

point P, and the change of the projection angle affects the projection position of the point P. Assuming that the vertical projection angle 
is constant, the measurement error caused by the change of the object’s position in the effective field of view with the horizontal 
projection angle is as follows: 

△ω1ω2 =
Bδ
f
·

1
sin2(θl + θr)

·

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

cos2ωlsin2θr

[

sin2(θl + θr) + cos2ωl +
tan2ϕl

sin2θr
(cos ωl sin θr + sin(θl + θr)cos αl)

2
]

+

cos2ωrsin2θl

[

sin2(θl + θr) + cos2ωr +
tan2ϕr

sin2θr
(cos ωr sin θl + sin(θl + θr)cos αr)

2
]

√
√
√
√
√
√
√
√

(24) 

Fig. 9. The error distribution curve of two angles(αl,αr).  

Fig. 10. The error distribution curve of the angles of view(ωl,ωr).  
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Wherein, θl = ωl + αl，θr = ωr + αr. 
When(ωl,ωr) = [− 40◦ 40◦], αl = αr= 40◦ and given ϕl = ϕr= 30◦, as shown in Fig. 10, the error distribution has a minimum value 

in the direction of equal projection angles. The error distribution tends to increase from the center of the view to the surrounding. It can 
be seen that the symmetrical distribution of the included angles can form the best camera layout and get the best measurement results. 

3.2.3. The Influence of baseline and object distance on measurement accuracy 
Baseline B is an important parameter to characterize the position of two cameras. Different baseline will affect the layout and 

measurement accuracy of the camera. When the baseline B changes, the angle(αl,αr) and object distance z will change accordingly. The 
focal length will also change with the change of object distance. In order to simplify the influence of baseline on measurement ac-
curacy. We analyze the influence of the intersection of the two optical axes on the measurement accuracy, and approximate it as the 
impact of the baseline change on the accuracy. Suppose that the two cameras are symmetrically distributed on the horizontal plane, 
andαl = αr = α, ωl = ωr= 0, ϕl = ϕr= 0. According to formula (13), we get: 

△Bz =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
△x2 + △z2

√
=

̅̅̅
2

√ zδ
f

e3 (25) 

Wherein, e1 = 1
h ·

cot α
sin2α = 1

2+
1
8h

2, e2 = 1
h ·

1
sin2α = 1

h +
1
4 h, e3 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
e2

1 + e2
2

√
, and h = B

z,fl = fr = f . 

Fig. 11. The error distribution of the structural parameter h = B/z.  

Fig. 12. The error distribution vary with the focusf(fl = fr).  
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For a given system, z, f, δis certain, so △Bzchanges with e3. The error distribution is shown in Fig. 11. 
To sum up, △Bzchanges in direct proportion with e1ande2, so the change trend △Bz can be known throughe3. As shown in Fig. 11, 

when the object distance z is fixed, the measurement error will increase with the baseline B. When the baseline is fixed, the mea-
surement error will increase sharply with the object distance z. When the parameters h change in the open range (0.8 2.2), that is B=
(0.8 2.2), the system measurement error is low. Therefore, when h< 0.5 or h> 3, that is B< 0.5z or B> 3z, it is necessary to adjust the 
camera layout structure according to the specific situation to reduce the error caused by the camera layout and improve the mea-
surement accuracy. 

3.2.4. The influence of focal length on measurement accuracy 
Focal length is a very important parameter of lens, it represents the distance from optical center to imaging plane. We can select 

appropriate focal length by calculating the distance between measured object and camera, and considering the size of the field of view. 
In order to analyze the influence of focal length on measurement accuracy, the measurement error caused by focal length(fl, fr) of two 
cameras is obtained by using formula (13): 

ζfl =
B
fl

sin θr sin ωl

sin(θl + θr)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

cos2ωl

sin2(θl + θr)
+

tan2ϕl

sin θl
·

[

cosαl −
sin θr cos ωl

sin(θl + θr)
−

sin θl

sin ωl

]2
√

(26)  

ζfr =
B
fr

sin θl sin ωr

sin(θl + θr)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

cos2ωr

sin2(θl + θr)
+

tan2ϕr

sin θr
·

[

cosαr −
sin θl cos ωr

sin(θl + θr)
−

sin θr

sin ωr

]2
√

(27) 

Among them, θl = ωl + αl，θr = ωr + αr. 
In Fig. 12, ωl = ωr = 5◦ and ϕl = ϕr= 30◦ in the range of (αl,αr)= [30◦ 60◦]. According to the error curve, the error decreases with 

the increase of focal length. If we refer to the conclusion in Fig. 10, we will find that the error increases with the increase of horizontal 
projection angle. It shows that the change of focal length is inversely proportional to the field of view and measurement error.The 
conclusion in Fig. 9 proves the correctness of the conclusion in Fig. 11, and also meets the imaging principle. So it shows that the focal 
length can be appropriately increased to improve the measurement accuracy in a specific environment. 

4. Error analysis of stereo vision measurement and reconstruction 

4.1. The model of error analysis 

The error of vision measurement can be directly reflected by the error of 3D reconstruction. The process of 3D reconstruction is the 
process of reconstructing the 3D coordinates of the camera, which involves the camera calibration process. Camera calibration is to 
calculate the camera model parameters by knowing the 3D coordinates of a set of calibration points and their corresponding image 
coordinates. In the above two processes, image point coordinates are involved. The reconstruction error can be divided into the error 
caused by camera calibration process and the error of image coordinate extraction. The measurement error can be equivalent to the 
process shown in Fig. 13. 

As can be seen from Fig. 13, the positioning error of the reconstructed spatial point is mainly affected by the 2D image coordinate 
extraction error of the target point and the camera calibration error. In order to facilitate the calculation, we use the calibrated 
distortion coefficient to reflect the size of the calibration errorΔδ, andΔεis the 2D image coordinate extraction error, so the calibration 
error actually includes two parts, the 2D image coordinate extraction error and the image coordinate error caused by the distortion 
coefficient: 

Δδ =
k2(L/2)

36
+ Δε (28) 

Fig. 13. Diagram of measurement error transfer.  
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Where, L represents the diagonal of the imaging target plane by the image sensor and the k represent distortion coefficient calibrated 
by the camera. 

Then, we analyze the spatial point reconstruction error caused by image coordinates. According to Fig. 1, we establish the following 
error analysis model of stereo vision measurement and reconstruction as shown in Fig. 14.OlandOrrepresent the optical centers of 
cameras l and r respectively.OlZl and OrZr represent the optical axis of the camera respectively. The two optical axes are parallel and 
the optical centers are B apart. The focal lengths of the two cameras are equal, both f. F is the imaging plane of the camera. 

Establish the coordinate system O − XYZ, take Ol as the coordinate origin, take the line between OlandOr as the X axis, and take OlZl 
as the Z axis. Thus, the optical center coordinates of the camera are Ol(0,0,0), Or(0,0,B), and the image planesFland Fr are on the planeZ 
= f . 

Taking P1 point as an example, let its world coordinates be (xw,yw,zw), and its image coordinates on the left and right images (xl,yl), 
(xr, yr) have the following relations. ywis the same as xw. 

⎧
⎪⎪⎨

⎪⎪⎩

xl

f
=

xw

zw

B − xr

f
=

B − xw

zw

⇒

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

xw =
xlB

B + xl − xr

zw =
fB

B + xl − xr

(29) 

For the convenience of explanation, assume that P1 andP2 are the reference points, and their coordinates are(x1, z1),(x2, z2). For 
points P1 and P2, the ideal imaging positions are u11,u21, and the actual positions obtained are u′

11,u′
21 according to the perspective 

projection model. We assume that the two-dimensional position errors of each pixel are equal, which is Δε.According to the reference 
points P1 and P2, and the actual two-dimensional image points u′

11,u′
21 and u′

1r,u′
2r, we can calculate position of the camera optical center 

O′
1 and O′

r by the linear geometric relationship. Then, the ideal imaging points u1l and u2l are obtained from the intersection of line 
OlP1,OlP2 and the camera imaging plane, which coordinates are(fx1/z,f),(fx2/z,f). Combining the two-dimensional position error Δε of 
pixel assumed previously, we can get the coordinates of u′

1l and u′
2l as (fx1/z + Δε, f),(fx2/z + Δε, f). Meanwhile, we can get the co-

ordinates of point Ol
′

as 
(

zΔε
z− f, 0

)

through lines u1lP1
′and u2lP2

′ . Similarly, we can get the coordinates of the Or
′

as
(

B − zΔε
z− f,0

)

. 

The test point P3 in Fig. 14 are reconstructed from the calculated camera model parameters. For the convenience, the coordinate of 
P3 is set as(x3,z3), and the ideal imaging points on the two camera imaging planes are u3l,u3r. Because of the camera model error and 
image point error of P3, the imaging points are in u′

3l,u
′
3r, and then the reconstruction point P3

′ are obtained by perspective trans-

formation of linear geometry.The coordinates of u3l,u3r are 
(

fx3
z + Δε, f

)

and 
(

B −
f(B− x3)

z − Δε, f
)

respectively. Set the camera cali-

bration error as Δδ. Then u′
3r coordinate is 

(

B −
f(B− x3)

z − Δε − Δδ,f
)

. Therefore, the baseline length between Ol
′

and Or
′

is 
(

B − 2 zΔε
z− f

)

, 

and the parallax d is f(B− x3)
z + Δε + Δδ +

(
fx3
z + Δε

)

− 2 zΔε
z− f. According to the relationship between left and right cameras, the world 

coordinate value of P3
′can be obtained. 

Fig. 14. Reconstruction error analysis model.  
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⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x′3 =

(

B − 2
zΔε

z − f

)(
f x3

z
+ Δε

)

f (B − x3)

z
+ Δε + Δδ +

(
f x3

z
+ Δε

)

− 2
zΔε

z − f

y′3 =

(

B − 2
zΔε

z − f

)(
f x3

z
+ Δε

)

f (B − x3)

z
+ Δε + Δδ +

(
f x3

z
+ Δε

)

− 2
zΔε

z − f

z′3 =

(

B − 2
zΔε

z − f

)

f

f (B − x3)

z
+ Δε + Δδ +

(
f x3

z
+ Δε

)

− 2
zΔε

z − f

(30) 

Then the measurement error formula is as follows: 

error =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

|x′ − x|2 + |y′ − y|2 + |z′ − z|2
√

(31)  

4.2. Test and result analysis 

According to the above analysis, 3D reconstruction is the calculation process of 3D coordinates of image points, which integrates 
the errors of camera calibration process. In fact, it is the reverse process of perspective imaging. When we solve the three-dimensional 
coordinates with known two-dimensional image point coordinates, there are many factors that affect the reliability and accuracy of the 
solution. Here, we assume that the camera has been calibrated and the calibration error is Δδ, and the image coordinate error is Δε. 

The algorithm verification case is given: as shown in Fig. 15, according to the indicator requirements of the measured target, we 
configured the following measurement parameters, taking the measurement distance z = 3000 mm, the X direction distance of the 

Fig. 15. Schematic diagram of measurement calculation.  

Fig. 16. Stereoscopic motion measurement system: (a) The system structure; (b) Target identification result.  
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measurement point x = 325 mm, the focal length f = 24 mm, the distortion coefficient k = 0.1, the baseline B = 650 mm, L 
= 19.2336 mm(resolution:1690 pixel×1710pixel), the image positioning error Δε= 0.02pixel, the calibration error by formula (28), 
which is Δδ= 0.0218pixel, and the camera pixel spacing dx= 008 mm/pixel, according to formulas (30) and (31), we can calculate 
Δz= 0.1007 mm, Δx= 0.0091 mm, and the value Δxis equal to the valueΔy. The position error is: 

errorp =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Δx2 + Δy2 + Δz2

√
= 0.1053 mm (32) 

In the actual test, the stereo vision measurement system used in this paper is shown in Fig. 16, which is composed of two cameras 
and bracket. The camera parameters are consistent with the parameters in Section 2.2. The calibration target is a cross calibration ruler 
with coding characteristics, which can calibrate the measurement system. 

In the testing process of stereo vision measurement system, the camera is calibrated according to the coordinates of image points. 
After calibrating the measurement system, image of the measured object is processed, and the left camera coordinate system is defined 
as the world coordinate system. According to the three-dimensional reconstruction principle of space points, the three-dimensional 
coordinates of each target point corresponding to the left camera coordinate system are calculated. The main test parameters of 
our vision measurement system obtained in this paper are shown in Table 1. 

The above parameters from Table 1 refer to the test parameters given in the example. The calculated position error is in the same 
order of magnitude with the test result of the example, and it has at least one significant digit. Therefore, the stereo vision measurement 
error function established in this paper has a certain verification and guidance role for binocular stereo vision measurement camera 
calibration. 

Table 1 
The Main Parameters of the Test System.  

Index Parameters 

Testing Environment 2 m × 2 m× 3 m 
Left camera Parameters 

Al =

⎡

⎣
3107.561 0 825.846

0 3106.905 862.629
0 0 1

⎤

⎦, kl = [ − 0.1453 0.1179 − 0.0003 − 0.0002 ]
T  

Right camera Parameters 
Ar =

⎡

⎣
3099.324 0 829.216

0 3086.258 806.371
0 0 1

⎤

⎦, kr = [ − 0.1381 0.1219 0.0003 − 0.0003 ]
T  

System parameter 
Rr2l =

⎡

⎣
0.9937 0.0156 0.1928
− 0.0153 0.9996 − 0.0237
− 0.1931 0.0234 0.9928

⎤

⎦, Tr2l = [ − 647.791 5.941 3.138 ]
T  

Calibration error 0.0871 mm 
Reconstruction error 0.1092 mm  

Fig. 17. The system reconstruction result.  
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In order to further verify the analysis of this paper, in the three-dimensional reconstruction experiment of the cross target, the world 
coordinate is set in the left camera coordinate system, and two cross target images are taken with the calibrated measurement system. 
The center coordinate of the target point is extracted, and its spatial three-dimensional coordinates are calculated to reconstruct the 
cross target (as shown in Fig. 17), and compared with the accurately measured target data, Evaluate the measurement results. In order 
to better illustrate the effectiveness of the algorithm, the distance between the reconstruction point and the cross center of the target 
(code ID: 226) is used as the standard to test the accuracy of the measurement system. The results are shown in Table 2. 

It can be seen from Table 2 that when the measurement distance is 3200–3800 mm, the average measurement error is 0.024 mm, 
the standard deviation is 0.107 mm, and the measurement accuracy is high. However, due to the lens distortion and the central point 
extraction error, the measurement accuracy of the edge point is relatively low, for example, the measurement error of No. 222 coding 
point is 0.161 mm. This proves the correctness of the error analysis of the stereo vision measurement system, and can be applied to 
different test conditions of stereo vision. Under the condition of the environment being measured, the accuracy of measurement can be 
given quickly to verify whether it can meet the measurement requirements. Under the condition of the required measurement ac-
curacy, the configuration parameters suitable for the measurement requirements can be given. 

5. Conclusions 

In this paper, the measurement error of stereo vision is studied. Firstly, the relationship between the calibration parameters of a 
single camera and the measurement accuracy is analyzed, then the error caused by the camera layout of stereo vision measurement 
system is analyzed, and the optimal camera layout is given. Then, the reconstruction error caused by the equivalent model of three- 
dimensional motion stereo vision measurement is analyzed, and we give the calculation formula of reconstruction error in overall 
measurement, which can pre-calculate the measurement accuracy, and has a certain guiding role for the early design and sensor 
selection of vision measurement. Finally, the performance of the stereo vision measurement system is tested by examples and practical 
experiments. The test results verify the correctness of our stereo vision measurement error function studied in this paper, and provide 
theoretical guidance for the design of 3D motion stereo vision measurement system. 

Table 2 
The Target Reconstruction Results (unit: mm).  

ID Reconstructed coordinates Relative center distance between 226 Error 

X Y Z Reconstructed value Exact value  

222  529.151  -390.023  3844.931  687.032  687.193  -0.161  
1001  465.958  -330.276  3833.563  599.391  599.524  -0.133  
223  407.082  -271.012  3820.666  514.865  515.002  -0.136  
1002  346.514  -209.673  3805.944  427.42  427.426  -0.006  
224  288.591  -149.653  3795.577  343.45  343.338  0.112  
1003  226.993  -89.558  3779.295  255.892  256.012  -0.119  
225  168.267  -30.553  3766.193  171.622  171.715  -0.092  
1004  106.141  31.288  3751.878  82.803  82.83  -0.027  
226  47.833  88.465  3738.182  0  0  0  
1005  -18.713  157.986  3723.372  97.37  97.264  0.105  
227  -77.3611  214.492  3712.967  179.422  179.51  -0.088  
1006  -138.788  279.177  3696.324  270.093  269.954  0.139  
228  -196.911  334.524  3682.215  351.535  351.422  0.113  
1007  -258.028  398.728  3669.681  441.028  440.881  0.147  
229  -316.779  454.848  3656.457  523.314  523.165  0.149  
1008  -376.458  517.395  3641.366  611.046  610.965  0.081  
230  -436.189  574.868  3628.535  694.901  694.747  0.153  
231  529.402  572.555  3702.772  683.743  683.781  -0.037  
1009  471.954  515.572  3708.493  602.644  602.507  0.136  
232  407.548  451.621  3713.105  511.767  511.703  0.063  
1010  348.992  393.553  3716.033  429.261  429.125  0.135  
233  285.442  331.216  3721.954  340.072  339.962  0.109  
1011  227.323  270.945  3725.757  256.261  256.164  0.096  
234  163.445  210.727  3730.345  168.45  168.349  0.1  
1012  105.783  151.262  3733.157  85.597  85.494  0.102  
1013  -19.675  29.229  3742.692  89.926  89.961  -0.035  
235  -81.022  -27.922  3746.541  173.838  173.839  0  
1014  -140.88  -84.119  3750.151  256.01  256.109  -0.098  
236  -204.351  -147.801  3754.037  345.933  345.8  0.133  
1015  -262.483  -206.93  3759.686  428.972  428.866  0.106  
237  -327.083  -267.384  3762.466  517.475  517.501  -0.026  
1016  -385.021  -325.381  3765.418  599.477  599.598  -0.12  
238  -449.846  -387.102  3770.244  689.111  689.229  -0.117  
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