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a b s t r a c t

Single-object tracking is regarded as a challenging task in computer vision, especially in complex spatio-
temporal contexts. The changes in the environment and object deformation make it difficult to track. In
the last 10 years, the application of correlation filters and deep learning enhances the performance of
trackers to a large extent. This paper summarizes single-object tracking algorithms based on correlation
filters and deep learning. Firstly, we explain the definition of single-object tracking and analyze the com-
ponents of general object tracking algorithms. Secondly, the single-object tracking algorithms proposed
in the past decade are summarized according to different categories. Finally, this paper summarizes the
achievements and problems of existing algorithms by analyzing experimental results and discusses the
development trends.

� 2021 Elsevier B.V. All rights reserved.
1. Introduction

Object tracking is an important research topic in the field of
computer vision. There are many related directions for visual
object tracking, such as single-object tracking [1,2], multi-object
tracking [3,4], 3D object tracking [5] and video object segmenta-
tion [6,7]. Object tracking is widely applied in the fields of auto-
matic driving [8], human–computer interaction [9,10], video
surveillance [11–13] and so on. In the last 10 years, the application
of correlation filters and deep learning improves the performance
of trackers with a large margin, which makes it possible to apply
in more practices.

The single-object tracking task is to follow the object labeled in
a video sequence as in Fig. 1. Most existing single-object trackers
carry out tracking in 4 steps. (1) Inputting images and extracting
features. Features have a huge impact on tracker performance,
the commonly used features are manual features and convolu-
tional features. Deep learning has powerful feature extraction
capabilities, which makes it a research hotspot. (2) Generating can-
didate areas. The common methods are particle filters prediction
[14] and sliding window [15,16]. The former uses inference to pre-
dict candidate areas, while the latter uses exhaustive methods. (3)
Building the tracking model. Building an object tracking model and
accurately selecting a candidate area are the core of object tracking
tasks. Existing object tracking models include generative models
and discriminative models. (4) Updating the model opportunely.
The model update is necessary due to changes in the environment
and object itself. Hence, a suitable model update strategy greatly
improves the robustness of trackers.

In most cases, the application scenes of trackers are pretty com-
plicated, there are many interferences, including occlusion, target
deformation, similar objects, scale transformation, lighting change,
low resolution, fast motion and so on [17]. Therefore, accurate
single-object tracking faces plenty of challenges. For the purpose
of overcoming the above difficulties and improving tracking per-
formance, many outstanding trackers have been proposed in suc-
cession. In order to grasp the development status of object
tracking, analyze the bottleneck of current trackers, and explore
further innovation directions, this paper summarizes and analyzes
the object tracking algorithms in the past decade.

In this paper, as shown in Fig. 2, we summarize the develop-
ment of single-object tracking in the past decade and divide exist-
ing algorithms into correlation filters-based algorithms [1,34–
36,38–41,43–52,54,55] and deep learning-based algorithms [56–
61,63–66,68,69,2,70,71,76–80,84,85]. In the early stage of object
tracking, optical flow methods [86–88], filters methods [89–92]
and kernel-based methods [93,94] have been used for tracking in
succession. However, complex calculations and low accuracy limit
further development. Correlation filters and deep learning break
the development bottleneck of object tracking. The application of
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Fig. 1. We visualize the ground truth of video sequences and evaluation results of KCF [36], DSST [40], SiamFC [2], SiamRPN [70].

Fig. 2. Object tracking milestones. We summarize the development of single-object tracking in 10 years, and list some typical algorithms, including MOSSE [1], CSK [34], KCF
[36], CN [38], DSST [40], DeepSRDCF [46], C–COT [49], ECO [50], SO-DLT [57], UPDT [51], ASRCF [52], DLT [56], SiamFC [2], MDNet [59], GOTURN [63], CFNet [78], SiamRPN
[70], SiamRPN++ [77], SiamFC++ [81], UDT [84], ATOM [97], LTMU [98], SiamBAN [99], AutoTrack [100].
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correlation filters improves speed and accuracy of trackers, so a
considerable amount of correlation filters-based algorithms have
been proposed and perform excellently. Deep learning has received
widespread attention due to its powerful capabilities in images.
Therefore, deep learning-based methods are proposed, and gradu-
ally achieved a balance between speed and accuracy, which
became the focus of further research.

1.1. Difference from previous survey papers

We analyze surveys and reviews about object tracking in recent
years. In [101], the state-of-the-art Video Object Segmentation and
Tracking (VOST) methods were analysed and summarized, VOST
methods divide tracking problems into video object segmentation
and object tracking. [102] comprehensively investigated deep
learning-based multiple object trackers on single-camera videos.
2

[103] focused on summarizing multicue object tracking, sensors
used in these trackers include not only vision but also thermal,
radar and so on. [104] classified and analyzed object tracking algo-
rithms through a large number of experiments and [105] use
module-based architecture to summarize the development in 2D
appearance models of visual object tracking. Compared with
[101–103], our work focuses on summarizing the single-stage
visual object tracking method. The tracking method using vision
and a complete tracking model is a research hotspot. Although
[104,105] have conducted in-depth investigations on many track-
ing algorithms, methods based on deep learning is rarely men-
tioned. Our work focuses on analyzing correlation filters-based
trackers and deep learning-based trackers which are currently
the most efficient trackers and have extremely high research value.
Besides, we compare evaluation results of trackers on influential
public datasets to get a more comprehensive summary.
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1.2. Contribution

The contribution of this paper can be summarized as follows:

� This paper summarizes and analyzes object tracking algorithms
based on correlation filters and deep learning in the past
10 years, and proposes a new taxonomy for algorithms
involved.

� This paper comparing the performance of representative algo-
rithms on OTB2015 [17], VOT2016 [95] and LaSOT [96]. And
we analyze different types of algorithms in three aspects: speed,
accuracy and robustness.

� Based on the analysis of the current algorithms, this paper dis-
cusses the potential development directions of object tracking.

The remaining parts of the paper consists of 6 chapters. In Sec-
tion 2, we introduce the background and related work, including
basic theory of correlation filters and deep learning. In Sections 3
and 4, as shown in Fig. 3, we introduce typical algorithms accord-
ing to category, and analyze their motivations, advantages and dis-
advantages by summarizing each type of method. In Section 5, we
analyze the evaluation results of existing algorithms in tracking
datasets, and obtain the comprehensive performance of different
methods. In Sections 5 and 6, we discuss the direction worthy of
further research and summarize the whole paper.
2. Background and related work

2.1. Classic object tracking

The main representative methods of classic object tracking
include optical flow methods, filters methods and kernel-based
methods. The optical flow methods calculate the movement trend
of the object by finding the corresponding pixel position between
two frames, thereby obtaining tracking information. Horn et al.
[86] combined a two-dimensional velocity field with grayscale fea-
tures to establish an optical flow constraint equation, and proposed
a calculation method for optical flow in 1981. Lucas and Kanade (L-
K) [87] assumed that the optical flow is constant in the neighbor-
hood of one pixel, and solve basic optical flow equations for each
pixel in the neighborhood. The optical flow obtained by combining
multiple pixels is more accurate. In order to solve the problem that
the optical flow method cannot deal with fast-moving targets,
Jean-Yves Bouguet [88] proposed a pyramid optical flow algorithm,
which scales the image into a pyramid shape and then solves it
layer by layer to obtain the original image optical flow.

The object tracking task processes continuous frames, and
whether the relationship between frames is fully utilized will have
Fig. 3. We classifies object tracking algorithms into correlation filters-based
methods and deep learning-based methods. According to the different technical
characteristics, we classify different methods in detail.
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a great impact on the tracking results. Welch et al. [89] proposed
Kalman filters to predict the current status through the previous
status and then modify the prediction result based on the observa-
tion information. The extended Kalman filters [90] perform a first-
order Taylor expansion on the nonlinear model to obtain an
approximate linear model, and then uses the Kalman filters to esti-
mate status. Julier et al. [91] proposed unscented Kalman filters to
solve the problem of large calculation and linear error in extended
Kalman filters. Nummiaro et al. [92] proposed particle filters to
cope with the situation of no determinate model.

Comaniciu [93] introduced the MeanShift to the object tracking
tasks and proposed a kernel-based tracking algorithm. The algo-
rithm extracts the color histogram of the initial object and the cur-
rent candidate region, and iteratively adjusts the MeanShift vector
to point to the candidate region which has the highest similarity
with the original object. Bradski [94] added a scale change mecha-
nism to the algorithm based on MeanShift, at the same time, the
application of HSV color histograms and template update greatly
improves performance.

2.2. Correlation filters

Correlation filters were early applied to signal processing. The
main principle is to calculate the correlation between two signals.
The correlation between signals u and v is as follows:

u� vð Þ sð Þ ¼
Z þ1

�1
u� tð Þv t þ sð Þdt; ð1Þ

where � denotes the complex conjugate. In the case of discrete rep-
resentation, the correlation can be shown as:

u� vð Þ nð Þ ¼
X1
�1

u� m½ �v mþ nð Þ: ð2Þ

To adapt to different tasks, many innovative correlation filters
methods have been proposed, such as Synthetic Discriminant
Functions (SDF) [18] and Minimum Average Correlation Energy
(MACE) [19]. Due to the limit of training samples, the peak height
of these filters are consistent. Mahalanobis et al. [20] improved
MACE by eliminating hard constrains, and proposed UMACE.
Bolme et al. [21] proposed Average of Synthetic Exact Filters
(ASEF), which specified the filtered output of the entire image
instead of a peak during training. This method is more accurate
than the previous methods in object localization.

The earliest tracking algorithm using correlation filters is
MOSSE [1], after which KCF [35], DSST [40], ECO [50] etc. received
widespread attention.

2.3. Deep learning

Deep learning contributes to many computer vision-related
tasks. In object tracking tasks, Deep Neural Networks (DNN) have
made outstanding contributions in feature extraction and position
prediction. The DNNs currently used for object tracking are
Autoencoders (AE), Convolutional Neural Networks (CNN) and
Recurrent Neural Networks (RNN).

The Autoencoder whose input is consistent with the expected
output is composed of encoder and decoder, and the network is
trained through the loss of input and output [22,23]. Convolutional
Neural Network (CNN) contains convolutional layers, pooling lay-
ers and fully connected layers. LeNet5 [24] defines the basic struc-
ture of CNN. Krizhevsky et al. [25] built a Deep Convolutional
Neural Network named AlexNet, which achieved excellent results
in the visual recognition challenge and promoted the development
of deep learning. Subsequently, ZFNet [26], VGGNet [27], GoogLe-
Net [28], ResNet [29] and DenseNet [30] continued to innovate in
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terms of convolutional kernel, network structure, and network lay-
ers, which continuously improved the performance of networks.
The object tracking algorithms are applied to video sequences,
but CNN cannot utilize the information between frames, which
causes a waste of information. Therefore, Recurrent Neural Net-
work (RNN) is applied to object tracking because it is more suitable
for sequence tasks. Hochreiter et al. [31] proposed LSTM to sup-
press the problem of gradient disappearance in RNN, and then
Graves improved the network to make it widely used. In addition,
there are many variants of LSTM, such as GRU [32] and DLSTM [33].

DLT [56] is an early well-known object tracking algorithm based
on deep learning, and other representative algorithms include
MDNet [59], SiamFC [2], SiamRPN [70].
3. Correlation filters-based methods

In this section, the development process of correlation filters-
based single-object tracking methods is summarized. We classify
the algorithms and prove the development trend by introducing
some typical algorithms.
3.1. Basic correlation filters tracker

Bolme et al. [1] adopted correlation filters to accomplish object
tracking tasks (MOSSE). Assuming the filter is h, the input image is
c, and the correlation map is g, then,

g ¼ c � h; ð3Þ

where � denotes circular correlation.
In order to speed up the calculation, correlation operations are

transformed into the frequency domain through Fast Fourier
Transform (FFT). The Fourier transform of f is C ¼ F cð Þ and the
Fourier transform of h is H ¼ F hð Þ, and then correlation map in
the Fourier domain is:

G ¼ C � H�; ð4Þ

where � represents element-wise multiplication.
The H� in Eq. (4) is the filter to be found. According to the prin-

ciple of minimum output sum of squared error filter (MOSSE) [1],
the problem is described as:

minH�
X
i

Ci � H� � GTij j2; ð5Þ

where C is the Fourier transform of input images c and GT is the
Fourier transform of label gT .

Solving Eq. (5) using partial derivative equal to 0, and the result
is given as follows:

H� ¼
P

iGTi � C�
iP

iCi � C�
i
: ð6Þ

The filter H� is used to perform the filtering operation on the
next frame, and the maximum response obtained is the target
position.

Using correlation filters technology to complete object tracking
tasks is the beginning of efficient tracking. MOSSE has fully
explained the training and tracking process of the trackers based
on correlation filters.Benefiting from the fast calculation in the fre-
quency domain, the speed of the MOOSE tracker reached to 615
FPS. However, there is much room for improvement in both corre-
lation filters and feature extraction, which provides the basis for a
series of improvements.
4

3.2. Improved correlation filters trackers

3.2.1. Kernel correlation filters
The MOSSE is proposed as the beginning of correlation filters for

object tracking. Kernel correlation filter is a major improvement in
the correlation filters-based algorithms. Henriques et al. [34] pro-
posed the kernel correlation filters (CSK). And then they utilized
the HOG feature [35] instead of gray feature to improve the perfor-
mance of CSK, and named it KCF [36]. The KCF algorithm was pro-
posed in 2015, which is another milestone in the development of
object tracking. In KCF, the authors consider the tracking tasks as
classification problems of foreground and background, then
described the tracking tasks as follows:

minw

X
i

l xið Þ � gTið Þ2 þ k wk k; ð7Þ

where lð�Þ denotes linear regression function, and l xið Þ ¼ wTxi; k
denotes regularization parameter.

Solving Eq. (7) by least square method, the result is given as
follows:

w ¼ XHX þ kI
� ��1

XHgT ; ð8Þ

where X ¼ ½x1; x2; x3; . . . ; xn�T , and XH denotes Hermitian transpose.
The algorithm uses dense sampling, and the inverse operation is

included in Eq. (8), the amount of calculation will be very large.
Therefore, the author introduced a circular matrix, let
X ¼ Fdiag x̂ð ÞFH , where F denotes discrete fourier matrix, and the
result is expressed as follows:

ŵ ¼ x̂� � ĝT

x̂� x̂� þ k
: ð9Þ

Besides, the author was inspired by the SVM [37] and transform
the problem from linear space to non-linear space. The input x can
be denoted as u xð Þ in non-linear feature-space, and the filter w can
be expressed as follows:

w ¼
X
i

aiu xið Þ; ð10Þ

In Eq. (10), a is the coefficient vector, which is given by:

a ¼ K þ kIð Þ�1gT ; ð11Þ
where K denotes kernel matrix. Choosing a suitable kernel can make
the matrix K circulate, so that Eq. (11) can be simplified by diago-
nalization property and a can be solved quickly. The suitable ker-
nels include dot-product kernel, polynomial kernel, Radial Basis
Function (RBF) kernel and Gaussian kernel. And then from Eq.
(10), the best filter w can be obtained by optimizing a.

Finally, for a new frame of image z, filterw is used to predict the
target position:

l zð Þ ¼ wHu zð Þ ¼
X
i

aik z; xið Þ: ð12Þ

where k z; xið Þ ¼ uH zð Þu xið Þ, and can be computed by kernel
function.

The number of training samples directly affects the perfor-
mance of filters. Training filters with dense samples generated by
the circulant matrices can solve the problem of lacking training
samples. At the same time, converting the training samples into
the frequency domain and using diagonalization to calculate can
increase the training speed. The kernel technique can be used to
map the data from low dimensions to high dimensions, thereby
converting nonlinear problems into linear problems. On this basis,
ridge regression can be used to solve filters. These innovations
have greatly improved the performance of trackers while ensuring
speed.
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3.2.2. Improvement of scales and hand-crafted features
Although MOSSE and CSK have significant innovations, the

shortcoming of single feature and constant scale limit further
improvement. Danelljan et al. [38] added color features to CSK
which improve the tracking accuracy. Li et al. [39] adopted the
fusion of HOG feature, color feature and grayscale feature, and pre-
dicted bounding boxes at 7 scales, then selected the best bounding
box. Danelljan et al. [40] used position filters and scale filters to
accurately predict the object location. Bertinetto et al. [41]
improved tracking performance by fusing HOG feature and color
feature [38]. Dong et al. [42] proposed a framework with circulant
structure kernels to solve occlusion, and combined CN and HOG
features to improve proformance. Ma et al. [43] proposed a dis-
criminant regression model to evaluate the confidence of tracking
results, avoiding that filter update is interfered by occlusion in the
process of long-term tracking.
3.2.3. Improvement of eliminating boundary effects
In the process of solving the filter, the application of Fast Fourier

Transform (FFT) greatly improves the operation speed. However,
the cyclic splicing operation causes the image signal to be discon-
tinuous, which produces boundary effects. To solve this problem,
Galoogahi et al. [44] marked the target position in the whole pic-
ture by a binary matrix to suppress the boundary effects. And in
subsequent work, the HOG feature was used to further improve
performance. Danelljan et al. [45] expanded the search range and
added regular terms to penalize samples that are far away from
the center, and the capability of the classifier was improved
(SRDCF). Considering that the object often encounters problems
such as occlusion during the tracking process, which will pollute
the training dataset, Danelljan et al. [47] added sample weight
parameters and regularization to the objective function, and uti-
lized an adaptive learning rate to improve the model performance
in complex environments.
Fig. 4. The key components of DLT algorithm (the numbers in the boxes represent
the number of channels in each network layer). (a) stacked denoising autoencoder;
(b) The online tracking network.
3.3. Convolutional features-based correlation filters trackers

Manual features are difficult to meet the tracking requirements
in complex environments, which limits the further improvement of
tracking accuracy. With the superiority of deep learning in feature
extraction, it has become an inevitable trend to adopt convolu-
tional features in correlation filters framework.

Danelljan et al. [46] introduced convolutional features to fur-
ther strengthen the SRDCF algorithm. Ma et al. [48] replaced
HOG features with deep convolution features and fused the confi-
dence maps obtained by filtering three layers of features respec-
tively. Danelljan et al. [49] proposed C–COT algorithm, which
combines the output features of the two convolutional layers and
the original color image, and then uses continuous convolution fil-
ters to generate a response map for position prediction. Although
the accuracy and robustness of C–COT are relatively good, the com-
plexity of the model results in a slow speed, and cannot achieve
real-time tracking. Danelljan et al. [50] continued to improve C–
COT from three aspects: simplifying the features, grouping the
training set, reducing the frequency of template updates. Through
improvement, efficiency is improved. By analyzing the role of deep
features and shallow features in object tracking. Bhat et al. [51]
believed that shallow features are suitable for positioning and deep
features contribute to the robustness of the model. Therefore, the
authors improve the tracking accuracy by adaptively fusing fea-
tures. Dai et al. [52] proposed a tracking method that combines
deep convolution feature and adaptive spatially-regularized corre-
lation filters. This method uses two filters to predict the position
and scale of targets, which ensures accuracy and speed. Lu et al.
[53] handle channel redundancy of convolution features by chan-
5

nel regularization, which improves the speed and accuracy of the
convolutional features-based correlation filters tracker.

3.4. Discussion

Correlation filters-based object tracking is the beginning of effi-
cient tracking. The ultra-high operating speed provides the possi-
bility for embedded devices to run object tracking algorithms.
Correlation filters with kernels improve tracking accuracy while
simplifying the algorithm, which improves the theory of correla-
tion filters-based tracking. The improvement of boundary effect,
the improvement of the bounding box scale, and the rich manual
features and convolution features improve the accuracy of trackers
from different angles. However, most of the current high-precision
correlation filters-based trackers adopt deep convolutional neural
network models pre-trained by large-scale classification datasets,
which leads to slow calculation and difficulty in real-time tracking.
In addition, non-end-to-end training also makes it impossible to
achieve optimal performance by coordinating each part of trackers.
4. Deep learning-based methods

Correlation filters-based tracking methods have better perfor-
mance than traditional methods, which is more suitable for practi-
cal applications. However, manual features are difficult to cope
with the changeable environment, and the superposition of various
features greatly affects the speed of the algorithms. Therefore, deep
learning has been gradually emphasized. In this section, we sum-
marize deep learning-based single-object tracking methods.

4.1. Algorithms based on online fine-tune

The original idea of deep learning-based algorithms is using
neural networks to extract features and then classifying the object
and background. To train a suitable model for the tracking, a
method of training network offline and fine-tuning model online
was proposed.

DLT [56] is one of the early single object tracking algorithms
using deep learning. As shown in Fig. 4, Wang et al. [56] adopted
large-scale datasets to train stacked denoising autoencoder (SDAE)
offline. During the tracking phase, the labeled first frame is used to
fine-tune the classification network, after which the candidate area
obtained through particle filtering is input into the network, and
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the target position can be predicted. Aiming at the problem of lack-
ing training datasets and feature extraction ability in DLT, Wang
et al. [57] applied the AlexNet [25] trained offline on ImageNet
[58] to obtain stronger capabilities of characterization and
classification.

Considering the particularity of tracking tasks, adopting track-
ing sequences as datasets to pre-train model plays a key role in
improving performance. Nam et al. [59] proposed a multi-
domain learning model based on CNN (MDNet). The model con-
tains shared layers and domain-specific layers. In the training
stage, K videos are trained at the same time to get the commonality
of objects, and the shared layers obtain the ability to extract com-
mon features. In the tracking stage, the weights of fc4-fc6 are fine-
tuned by the first frame. Starting from the second frame, the pre-
vious frame is used to generate the object candidate samples,
and an optimal object state is adjusted through bounding box
regression. The structure of MDNet is shown in Fig. 5. Wang
et al. [61] analyzed the effect of different feature layers. Based on
the above, a feature screening network is constructed to select
the channel which is most relevant to the object. Next, a general
network (GNet) that obtains category information and a specific
network (SNet) that distinguishes distractors are created to gener-
ate two heatmaps. When tracking, the first frame is used to initial-
ize SNet and GNet to regress to the heat map for the target. Du
et al. [62] fuses convolutional layers of multiple scales by residual
structure, and proposes a shrinkage loss function to reduce the
contribution of negative samples. And in the tracking phase, the
first frame is used to train the regression part of model.

Since the object tracking task provides the object information in
the first frame, using the first frame to initialize and fine-tune the
model can help the model focus more on the current tracking task.
However, online fine-tuning causes trackers to run slowly, which is
difficult to meet real-time requirements. Therefore, the relation-
ship between accuracy and speed needs to be balanced.

4.2. Algorithms based on pre-trained CNNs

Each tracking task has an annotation only on the first frame,
which results in lacking training dataset. Besides, online training
is inefficient. To solve these problems, CNNs are trained offline
by large-scale classification datasets to extract general features,
which are directly used in object tracking tasks.

Hong et al. [60] proposed a tracker composed of CNN and SVM.
The main idea is training CNN offline using the ImageNet dataset,
and then SVM is used to classify objects and background. Consider-
ing the requirements of real-time tracking, David et al. [63] directly
regressed object location by training a neural network, which is the
first deep learning-based algorithm to reach 100 fps.
Fig. 5. Schematic diagram of MDNet algorithm.
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The premise of most object tracking algorithms deal with the
target which has small changes between two frames, but this
assumption is often unreasonable, which makes it difficult to
obtain good performance in situations such as occlusion, changing
light, sudden movement and deformation. As shown in Fig. 6, Nam
et al. [64] connected multiple pre-trained CNNs through a tree
structure to form an appearance model, and the final candidate
region score can be obtained by weighting the scores calculated
by each CNN. When tracking online, the model adds a new CNN
node every ten frames and deletes the first node. The model update
method can ensure a better response to changes in complex space–
time contexts.

Deep convolutional neural networks trained on large-scale clas-
sification datasets have excellent feature extraction capabilities,
which is the main reason why pre-trained networks can be applied
to object tracking tasks. However, the pre-trained model pays
more attention to extracting semantic features of each image,
while object tracking tasks pay more attention to predicting the
location of the labeled object in the video sequence. Therefore, it
is also a necessary process to adjust models by tracking datasets.
4.3. Algorithms based on recurrent neural network

The sequence information extracted from the video sequence
has constructive guiding significance for the prediction of target
motion. However, traditional object tracking algorithms can only
extract the appearance features of objects by CNN. Therefore, the
use of sequence information is meaningful for object tracking
tasks. Due to the advantages of recurrent neural networks (RNN)
in sequence-related tasks, it was utilized in object tracking.

Cui et al. [65] divided the candidate region into grids, and
extract HOG features from each grid. Then RNN is used to obtain
the confidence map which can weight filter to get the final target
position. Ning et al. [66] utilized the structure of the YOLO algo-
rithm [67] to roughly estimate the target position and size, and
then information is inputted into the Long Short-Term Memory
(LSTM) [31] to predict bounding box. The algorithm exerts the pre-
diction ability of the RNN structure based on the existing informa-
tion, but there is much room for improvement in the application of
the RNN structure.

Since CNN-based models are mainly used for inter-class dis-
crimination, objects between classes are easily confused, which
results in failed tracking. Fan et al. [68] proposed a model with
CNN and RNN based on MDNet, in which CNN mainly discrimi-
nates the difference between the target and background, while
RNN mainly divides the target from similar objects. The features
extracted by CNN and RNN are fused to enhance the discriminative
ability of the tracker.
Fig. 6. Schematic diagram of TCNN algorithm.
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Unlike ordinary computer vision tasks, object tracking is closely
related to sequential information. Considering that RNN makes full
use of the sequential information, it is suitable for object tracking
tasks. The RNN-based object tracking algorithms can synthesize
the information of the previous frames in the video sequence to
predict position of the object in current frame. However, due to
the difficulty of extracting sequential information from images,
current trackers have not achieved excellent results. Although
these algorithms have a clear idea, how to use sequential informa-
tion between images for tracking still needs to be explored.
4.4. Algorithms based on siamese network

Most deep learning-based methods obtain the ability to extract
features through offline training. However, if the objects are not
known in advance, networks must be trained online for the current
task, which seriously reduces the speed of trackers.

Tao et al. [69] proposed to solve the tracking problem by similar
learning. In SINT algorithm [69], the model is divided into two
identical branches, and the network is trained offline. The labeled
box and multiple candidate boxes are entered into two branches
respectively, and the matching score of each candidate box and
the bounding box is obtained. Next, the candidate box with the
highest score is selected. Based on SINT algorithm, SiamFC [2]
which uses two completely identical network branches was pro-
posed and trained offline. In the tracking stage, the sub-window
with the labeled object is input to one branch as a template, and
the current frame is input to another branch. By performing
cross-correlation on two branches, the bounding box with the
highest score is the optimal choice. The structure of SiamFC is
shown in Fig. 7. To improve the speed and accuracy of trackers,
Li et al. [70] proposed to predict the target position by region pro-
posal network (RPN) [71]. The entire structure consists of siamese
networks and RPN, and the model is trained end-to-end. In the
tracking stage, the information of the bounding box containing
the object is directly regressed. Dong et al. [72] designed compact
latent network, which can quickly learn sequence-specific infor-
mation from the first frame. Shen et al. [73] introduce the attention
mechanism to highlight the features of the key parts in object, and
propose a method of fusing multi-scale response maps to improve
the accuracy of the tracker. Dong et al. [75,74] improves the cur-
rent deep reinforcement learning method for learning the hyperpa-
rameters of the tracker, thereby improving the accuracy of the
tracker.

Siamese networks have attracted great attention due to its out-
standing performance. However, most of the siamese-based meth-
ods only differentiate targets from non-semantic background,
which is susceptible to interference from similar objects. Zhu
et al. [76] focused on designing siamese networks that can identify
interference, and utilize local-to-global search strategy to re-detect
the target once the tracking fails.
Fig. 7. Schematic diagram of SiameseFC algorithm.
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After SiamFC was proposed, there were many tracking algo-
rithms based on siamese networks, but most networks are com-
posed of few layers. Directly using a pre-trained deep network
will cause the accuracy to decrease. Li et al. [77] adopted samples
with the target shifted near the center point during the training
process which partly eliminates the impact of destroying the strict
translation invariance, so that deep networks can be applied to
tracking algorithms. Besides, the algorithm adopts multi-layer fea-
ture fusion and deep cross-correlation to improve performance.

In the process of object tracking, object deformation and chang-
ing light are often encountered. If the object labeled at the begin-
ning is used as a template, it may lead to bad feature matching
once the environment changes. Valmadre et al. [78] proposed to
add a correlation filters layer to the template branch of the siamese
structure. Through the online update of the filter, this model real-
izes the update of the template. In order to enable the correlation
filters-based methods to learn deep convolution features through
end-to-end training and give full play to the advantages of correla-
tion filters, Wang et al. [79] treated correlation filters as a special
layer in siamese framework, and responded to environmental
changes by constantly updating filters. The algorithm cascades
DCF modules with siamese networks, and the parameters of DCF
and CNN are trained end-to-end. Although DCFNet [79] solved
the problem of template update under the siamese network frame-
work, it underutilized inter-frame information. Zhu et al. [80] pro-
posed to use the temporal information extracted by optical flow to
warp the features of 5 frames into the current frame, and utilized
the space–time attention network to adjustment template fea-
tures. Then the siamese framework is used for tracking.

The prediction of object positions and bounding boxes is the key
to estimating object state. A series of trackers based on RPN gener-
ate a large number of anchors to predict object positions and
bounding boxes. Although these methods have high accuracy in
most cases, they use too much a priori knowledge when setting
anchors, which causes the robustness of trackers are limited when
object deformation is large. Therefore, anchor free-based trackers
are proposed to solve these problems. Xu et al. [81] proposed a
new algorithm based on the siamese network, in which one branch
predicts the confidence of the object position by predicting each
pixel in the feature map, and the other branch regresses the dis-
tance between samples and four edges of the ground truth [82].
Gao et al. [83] proposed siamese attentional keypoint network
and obtain bounding boxes by predicting the coordinates of the
upper left corner, center, and lower right corner of the target.

The main idea of the siamese network is to search for the posi-
tion that best matches the object in the current frame. The trackers
can quickly track any object without fine-tuning online according
to each tracking task. At the same time, the end-to-end trained
model can optimize the tracker performance to the maximum.
Using this strategy ensures both accuracy and speed. The tem-
plates of trackers based on the siamese network cannot be updated
which limits tracking accuracy in complex environment. Therefore,
some trackers try to solve the problem by improving the model,
which further improves the siamese network. In addition,
pyramid-based, anchor-based, and anchor-free based methods
have been successively proposed to predict object positions and
bounding boxes, which continuously improves the robustness
and accuracy of trackers based on the siamese network.

4.5. Discussion

Although the accuracy of deep learning-based object tracking
methods is relatively high, the deep CNN and online fine-tuning
result in slow calculation speed. Siamese network-based methods
balance the relationship between accuracy and speed. Some schol-
ars [78–80] proposed to design an end-to-end training model that
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combines the advantages of correlation filters and deep learning,
which inspired the innovation of tracking algorithms.
5. Results analysis

5.1. Datasets and indicators

To further compare the performance of different trackers in the
latest 10 years, we evaluated some representative algorithms on
OTB2015 [17], VOT2016 [95] and LaSOT [96]. Table 1 shows the
evaluation of trackers, where CF denotes correlation filters and
DL denotes deep learning.

OTB2015 is a standard dataset used for tracking testing, includ-
ing 100 fully annotated sequences, which are divided into 11 attri-
butes according to content. Success plots and precision plots are
common evaluation metrics in the OTB benchmark. Success plots
display the overlap scores which extend a given threshold, preci-
sion plots show the percentage whose distance between the center
point of the bounding box and the ground-truth is less than the
given threshold. In tables, AUC denotes the area under curve
(AUC) of success plots, and P denotes precision score at a threshold
of 20 pixels.

VOT2016 contains 60 video sequences, and the dataset is rela-
beled by automatically generating bounding boxes, making the
labeling more reasonable. Evaluation metrics include A;R and
EAO. A represents the tracking accuracy, which is the average of
overlap scores between bounding box and groundtruth. R repre-
sents the robustness of tracking, and it is considered to be an met-
ric that has the least correlation with A. Specifically, R is the rate of
tracking failure in each video sequence. EAO represents the
expected value of overlap in an image sequence without resetting.

LaSOT is a large-scale and high-quality single object tracking
dataset. The dataset contains 70 categories, each category contains
20 sequences, and each sequence has an average of 2512 frames.
By manually labeling each frame, approximately 3.52 million
high-quality bounding box annotations are generated. The evalua-
tion metrics are precision, normalized precision and success. Suc-
cess and precision have the same meaning as the metrics in OTB
datasets, and they are denoted as AUC and P. Considering the
impact of object scale and image resolution on the precision met-
ric, the normalized precision metric is proposed, and it is denoted
as Pnorm. Pnorm is AUC of normalized precision plots.
Table 1
Performance of partial trackers.

Methods References OTB2015 VO

AUC P EAO

MOSSE [1] [D. S. Bolme et al. CVPR2010] 0.310 0.414 –
CN [38] [M. Danelljan et al. CVPR2014] 0.422 0.594 –
KCF [36] [J. F. Henriques et al. TPAMI2015] 0.477 0.696 0.192 0
DSST [40] [M. Danelljan et al. BMVC2014] 0.513 0.680 0.181 0
SAMF [39] [Y. Li et al. ECCVW2014] 0.541 0.752 0.186 0
Staple [41] [L. Bertinetto et al. CVPR2016] 0.578 0.784 0.295 0
SRDCF [45] [M. Danelljan et al. ICCV2015] 0.598 0.789 0.247 0

DeepSRDCF [46] [M. Danelljan et al. ICCVW2015] 0.635 0.851 0.276 0
CCOT [49] [M. Danelljan et al. ECCV2016] 0.671 0.898 0.331 0
ECO [50] [M. Danelljan et al. CVPR2017] 0.691 0.910 0.375 0
UPDT [51] [G. Bhat et al. ECCV2018] 0.713 0.932 0.378 0
ASRCF [52] [K. Dai et al. CVPR2019] 0.692 0.922 0.391 0
MDNet [59] [H. Nam et al. CVPR2016] 0.678 0.909 0.257 0
TCNN [64] [H. Nam et al. CVPR2016] 0.654 0.884 0.325 0
SINT [69] [R. Tao et al. CVPR2016] 0.592 0.789 –
SiamFC [2] [L. Bertinetto et al. ECCV2016] 0.582 0.771 0.235 0
CFNet [78] [J. Valmadre et al. CVPR2017] 0.568 0.748 –

SiamRPN [70] [B. Li et al. CVPR2018] 0.636 0.850 0.344 0
DaSiamRPN [76] [Z. Zhu et al. ECCV2018] 0.658 0.880 0.411 0
SiamRPN++ [77] [B. Li et al. CVPR2019] 0.696 0.914 –
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5.2. Analysis

The precision and speed metrics reveal that the basic correla-
tion filters-based methods are fast but low accuracy. The convolu-
tional features greatly improve the accuracy of algorithms at the
cost of slower speed. And the table also shows that the speed
and accuracy of algorithms could not coexist in early deep
learning-based methods. The online fine-tuning slow down the
speed while improving accuracy. However, with the continuous
improvement of deep learning-based algorithms, the single-
object tracking methods become not only much faster but also
much more accurate. The methods based on siamese framework
attract broad attention due to its excellent comprehensive
performance.

The robustness metrics shows that the correlation filters track-
ers based on convolution features is more robust than the purely
correlation filters trackers. And the deep learning-based trackers,
especially the siamese network-based trackers, are extremely
robust. These results reflect the improvement of deep learning on
trackers. In addition, the combination of deep learning and correla-
tion filters is a direction worthy of further research.

6. Discussion on development trends

At present, deep learning-based object tracking algorithms have
achieved excellent performance, but there is still much room for
improvement. We believe that single-object tracking will be fur-
ther developed in the following aspects:

1) Feature Representation for Object Tracking. For trackers, fea-
ture representation is directly related to tracking accuracy
and speed. Early correlation filters-based algorithms use
gray feature and HOG feature, and the improvement of
trackers accuracy is limited by features. As the convolutional
neural network improves feature quality, the performance of
trackers is also greatly improved. In [77], the deep convolu-
tional neural network is successfully applied to the tracker
and further improved the tracking accuracy. In [106,107],
multiple loss has been used to learn better feature represen-
tation. Therefore, for excellent trackers, the methods of fea-
ture extraction are crucial. In tracking tasks, the connection
between different frames of the same video sequence is
T2016 LaSOT Main Tech. FPS Real Time

A R AUC P Pnorm

– – – – – CF 615(CPU) Y
– – 0.186 0.158 - CF 152(CPU) Y
.489 0.569 0.178 0.166 0.190 CF 172(CPU) Y
.533 0.704 0.207 0.189 0.213 CF 24(CPU) Y
.507 0.587 0.233 0.203 0.239 CF 7(CPU) N
.544 0.378 0.243 0.239 0.278 CF 80(CPU) Y
.535 0.419 0.245 0.219 0.248 CF 4(CPU) N
.528 0.326 – – – CF + DL 0.3(CPU) N
.539 0.238 – – – CF + DL 0.3(CPU) N
.550 0.200 0.324 0.301 0.338 CF + DL 8(GPU) N
.532 0.182 – – – CF + DL – –
.563 0.187 0.359 0.337 – CF + DL 28(GPU) N
.541 0.337 0.397 0.373 0.460 DL 1(GPU) N
.554 0.268 – – – DL 1.5(GPU) N
– – 0.314 0.295 0.354 DL – –
.530 0.460 0.336 0.339 0.420 DL 86(GPU) Y
– – 0.275 0.259 0.312 DL + CF 75(GPU) Y
.560 0.260 – – – DL 200(GPU) Y
.610 0.220 0.415 – 0.496 DL 160(GPU) Y
– – 0.496 – 0.569 DL 35(GPU) Y
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close, so inter-frame information needs to be further utilized
to highlight object features. It is necessary to continuously
improve the feature extraction methods to fully mine object
features.

2) Compressing Models. With the development of target track-
ing algorithms, using deep neural networks to improve accu-
racy has been adopted by most trackers. At the same time,
the number of trackers with huge models is increasing.
Although these trackers have high accuracy, they run slowly
and have a large amount of calculation, which requires high
equipment performance. However, the trackers are widely
applied in embedded devices, limited by the ability of com-
puting, complex networks are difficult to accomplish real-
time tracking tasks. It is valuable to compress models with-
out affecting or rarely affecting performance so that trackers
can be applied in more scenes. To compress models,
[108,109] have applied the method of knowledge distilla-
tion. The compression of the tracking model can remove net-
work layers that are of little significance to tracking and
focus more on the object to be tracked, thereby greatly
improving the efficiency of trackers. Therefore, further
research on model compression is beneficial to the develop-
ment and application of object tracking algorithms.

3) Improving Unsupervised Object Tracking Algorithms. Deep
learning-based methods improve the accuracy of trackers.
However, a considerable amount of labeled datasets in dif-
ferent scenes must be used to train networks, which require
a heavy workload for labeling datasets. Unsupervised meth-
ods can use unlabeled datasets to train models, which can
reduce the workload of manually annotating datasets and
train models with video sequences of different scenes. This
is beneficial to promote trackers to various application sce-
narios. [110] has proposed a complete unsupervised object
tracking, and used the unlabeled training datasets to train
the model, which greatly expanded the training datasets of
the tracker. At present, there are few researches on unsuper-
vised object tracking. In order to reduce the training cost of
trackers and expand application scenarios, more efficient
trackers need to be proposed by combining advanced unsu-
pervised learning methods and tracking models.
7. Conclusion

In the past 10 years, the performance of trackers has been con-
tinuously improved due to the application of correlation filters and
deep learning in object tracking tasks. In this paper, these trackers
have been divided into two categories by the characteristics of
tracking models, namely, correlation filters-based trackers and
deep learning-based trackers. And then, we have divided the track-
ers in detail by analyzing the different improvement directions.

The application of correlation filters greatly improves the speed
and accuracy of trackers. However, defects in hand-crafted features
can affect the accuracy of the trackers. Considering the importance
of feature extraction, deep learning has received wide attention.
And the combination of convolution features and correlation filters
greatly improves the performance of trackers. Besides, deep learn-
ing trackers, such as siamese network-based trackers, have a rea-
sonable structure and excellent performance, which become a
basic model for improving trackers. Deep learning improves the
features and models of trackers, which makes a significant contri-
bution to object tracking. We have summarized and analyzed
excellent trackers in this paper, and hope to inspire the develop-
ment of object tracking.
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