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A B S T R A C T   

Crack identification is an essential task in periodic inspection and maintenance of buildings. The application of 
deep learning based computer vision techniques is increasingly popular, but suffer from challenges of insufficient 
performance on highly diverse field inspection scenarios as well as a requirement for large amounts of labeled 
training data. To address these limitations, this paper proposes a robust crack segmentation approach using 
image patches to detect and support further accurate retrieval of crack properties for integrity assessment. In the 
proposed approach, a local region-based active contour model is integrated with a convolution neural network 
and several post-processing morphological operations to derive a segmented crack map. Experimental validation 
shows significant improvement in terms of accuracy and robustness over previous work. Data labeling 
requirement is also comparatively lower. This paper enhances the current concrete inspection process, and lays 
the foundation for more data efficient methods of crack segmentation to be explored.   

1. Introduction 

Buildings are subject to deterioration due to external environmental 
factors, excessive usage or overloading. Consequently, the aging build
ing stock potentially poses serious hazards to both public property and 
personnel safety. In Singapore, a series of recent mishaps has led to 
increased public concern over the condition of concrete building facades 
[1]. These recent cases highlight the urgent need to address the hazards 
posed by defective facades to the general public. In building mainte
nance, the presence of cracks is one of the most common and essential 
indicators in the diagnosis of building conditions [2,3]. Early detection 
of cracks through relevant effective measurement may prevent possible 
damage and collapse. 

In current practice, routine crack inspection is carried out manually 
through visual examination of defects on the surfaces of building ele
ments by professionals, making the entire procedure labor-intensive, 
time-consuming and error-prone. To improve efficiency as well as ac
curacy during inspection, there is an urgent need to explore automating 
the inspection process and transforming it to become less labor depen
dent. Adopting automation and artificial intelligence to aid in visual 
crack identification on surfaces will substantially enhance the current 
inspection regime, thereby increasing the accuracy of early identifica
tion of building failure. Examples of such automation and artificial 

intelligence include the application of systematic image acquisition and 
computer vision techniques [3]; these hold great promise in introducing 
a more rigorous and scientific approach to perform crack inspection. 

In order to overcome the challenges of manual inspection processes, 
various digital technologies have been investigated to achieve crack 
detection and feature extraction in civil infrastructures, such as edge 
detectors (i.e. Canny filter, Sobel filter, etc.) [4,5], percolation pro
cessing [5–7], clustering-based methods [8] and 3D scene reconstruc
tion [9–11]. These techniques are essential for effective and objective 
crack analysis and evaluation. To enable engineering assessment of the 
building façade, further crack properties quantification such as crack 
width and length measurement are necessary for decision making, and 
these are in turn, highly reliant on the detected cracks using the tech
niques described above. 

While the aforementioned techniques have sought to address the 
limitations of the current crack inspection regime, the performance in 
real world applications is still questionable. Highly variable realistic 
contexts make image-based crack detection more challenging. Images 
captured commonly include various sources of noise such as blebs, 
illumination variations, shadings, unintended surface objects, surface 
stains and complicated background textures. The existence of noise on 
the surfaces will cause unexpected interference on extracting crack from 
images using image processing techniques. Recent studies have 
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developed robust crack segmentation methods based on deep learning 
techniques [12–15]. However, these methods suffer from low data ef
ficiency that in the context of this paper, refers to a requirement of large 
pixel-level labeled datasets for training the algorithms. These are known 
to be labor-intensive and time-consuming to prepare [16,17]. 

Specifically, this paper aims to address the issue of low data effi
ciency, by proposing a hybrid approach combining edge detection and 
deep learning that uses labeled image patches, which are more easily 
labeled, for training instead. Using this approach, a Convolution Neural 
Network (CNN) trained from labeled image patches is adopted to 
initialize multiple initial contours. These multiple initial contours are 
used to retrieve crack regions, so that a local region-based active contour 
model can be used to develop a crack map from the pixel-level crack 
segmentation. Thus, crack properties like width and length can be 
measured from this crack map. 

In summary, this paper mainly makes the following contributions. 
First, a pixel-level crack segmentation approach was developed by 
integrating CNN with a local region-based active contour model (ACM), 
and shown to be more accurate than the state-of-the-art. Secondly, the 
robustness of the proposed approach was demonstrated experimentally 
when carried out on noisy concrete surface images. Crack properties 
derived from the proposed crack segmentation approach were also 
shown to be accurate even under such noisy conditions. Thirdly, a post- 
processing workflow was proposed to refine the segmentation results by 
leveraging the characteristics of ACM and CNN. Lastly, the proposed 
approach significantly improved the data efficiency and mitigated the 
tedious labeling process. Through these contributions, the current con
crete inspection process can be enhanced; by requiring a lesser labeling 
effort, more data efficient methods for crack segmentation can be 
explored. 

This paper starts with a review of current crack identification 
methods. Following that, the proposed crack segmentation and prop
erties retrieval method using image patches is introduced. Experimental 
studies are carried out to validate the performance of proposed crack 
detection method under different noisy conditions. A comparison study 
with several state-of-art methods is also conducted for further demon
stration. Finally, the paper discusses the research results and findings as 
well as future research directions. 

2. Literature review 

In recent years, various methods for crack detection by means of 
computer vision techniques have been proposed. The current developed 
methods are generally classified into two categories: 1) recognizing the 
presence of cracks in images (patch-level) and 2) segmenting crack re
gions from images (pixel-level). In the patch-level category, several 
studies have focused on detecting images containing cracks. Abdel- 
Qader et al. [18] proposed a crack detection approach on bridge sur
face based on Principle Component Analysis algorithm. However, the 
camera pose and distance caused significant influence on the accuracy of 
the results. Prasanna et al. [19] built an automated crack classification 
system using Support Vector Machines and histogram-based classifica
tion algorithms for concrete bridge deck inspection. The crack detection 
accuracy of the aforementioned method still required improvement. 

With recent advances in deep learning techniques, CNN and other 
deep learning methods have become increasingly popular for patch- 
level crack detection. Feng et al. [20] proposed a deep active learning 
strategy where a deep residual network was first trained with small set of 
images, then the pretrained network was used to remove non-defect 
images to reduce time and resources input in the labeling process. Cha 
et al. [21] trained CNN to classify small image patches as crack or non- 
crack. The trained CNN was then used to test full images at different 
resolutions. In a comparison study conducted by Nhat-Duc et al. [22], 
CNN-based methods outperformed optimized edge-detection methods 
on pavement crack detection images. While CNN introduced a robust 
and efficient approach to classify crack images, it required a large 

number of labeled data for training, together with high computation and 
time costs. To overcome this challenging issue, transfer learning has 
been applied to the implementation of CNN for crack detection through 
transferring the weights from the pretrained network with well anotated 
image classification dataset to new network [23,24]. Dorafshan et al. 
[25] demonstrated the superiority of deep convolution neural network 
(DCNN) together with transfer learning for crack detection problems 
through comparison with several common edge detectors. Among the 
current methods developed, deep learning techniques achieved the best 
performance in crack and non-crack image classification regarding 
robustness. However, as patch-level crack detection only recognizes 
crack images or non-crack images, this lacks sufficient details for further 
engineering analysis to be carried out. 

The second category of crack detection studies focused on seg
menting cracks at pixel-level and producing an accurate crack map. This 
is necessary so that engineering analysis, such as severity assessment can 
be conducted. Yu et al. [26] developed a semi-automated crack detec
tion system using a graph search method with manual inputs of start and 
end points, but their method required controlled lighting conditions to 
ensure accurate crack detection. To improve the robustness to noise, a 
percolation-based method was proposed by Yamaguchi et al. [6] for 
large concrete inspection. Unlike edge detectors, the crack region was 
retrieved based on localized connectivity relationships instead of pixel- 
to-pixel correspondences. However, their proposed method considered 
surface noise including surface stains and shadows but not texture pat
terns. Lattanzi and Miller [8] performed crack segmentation in field 
applications using Canny Edge and K-means clustering algorithm. 
However, the number of initial clusters as well as the presence of noise 
pixels that were similar to crack pixels easily resulted in misclassifica
tion of crack points. Fujita et al. [27] proposed a robust crack detection 
method from noisy concrete surfaces that consisted of two preprocessing 
steps and two detection steps. However, the performance was sensitive 
to locally adaptive thresholding. As observed from the above analysis, 
the aforementioned methods are mostly sensitive to the presence of 
noise on concrete surfaces including surface stains, unintended objects, 
background texture and lighting shadows. 

To overcome the aforementioned challenges arising from noise on 
concrete surfaces, recent literature has explored learning-based ap
proaches for pixel-level crack segmentation. Shi et al. [28] proposed 
crack detector and descriptor using random structured forests to discern 
crack from noise efficiently. Most recently, fully convolutional network 
(FCN) has been adopted for crack segmentation from images [12,29]. 
Liu et al. [14] firstly applied U-Net based on FCN structure for concrete 
crack detection task with better performance compared with previous 
FCNs in terms of both efficiency and robustness. Liu et al. [13] devel
oped a deep hierarchical feature learning architecture comprising of 
extended FCN and Deeply-Supervised Nets (DSN) to predict pixel-level 
crack segmentation under various conditions. While these studies have 
showcased the strong capability of deep learning-based approaches for 
crack detection, the main challenge encountered is the requirement of 
large well-annotated training sets. The accurate pixel-level labels 
commonly involves large expense of manpower during the data prepa
ration phase. 

The aforementioned methods are developed to detect cracks from a 
single static image frame through image analysis. Several studies have 
tried to analyze and detect cracks by incorporating the crack propaga
tion mechanism using multiple image frames. Dias-da-Costa et al. [30] 
proposed an image deformation approach to monitor crack propagation 
by correlating images containing cracks developed over certain time 
intervals. The proposed method is capable of detecting and character
izing surface discontinuities and is robust to lighting conditions. Kong 
and Li [31] developed a robust crack detection approach by searching 
differential features from a series of continuous images which is proven 
to be robust to ambient lighting conditions, crack-like edges and surface 
textures. Later, they treated crack breathing behavior as a robust indi
cator for crack identification and utilized image overlapping techniques 
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to detect fatigue cracks from non-crack edges on a low contrast metallic 
surface [32]. Chen et al. [33] proposed a novel approach for crack 
detection by aggregating information obtained from different video 
frames using local binary patterns (LBP), support vector machine (SVM) 
and Bayesian decision theory. While all these studies successfully ach
ieved robust crack detection and propagation monitoring, they all 
required multiple images or video frames to infer crack propagation. 
However, multiples image frames of different phases of crack develop
ment may sometimes not be available to inspectors. In ad-hoc building 
inspections, defects may need to be assessed from single images. 

As demonstrated from the above literature review, accurate crack 
segmentation under the interference of noise is a challenging problem to 
address. The adoption of deep learning techniques has achieved great 
performance in robust crack detection for both patch-wise and pixel- 
wise methods. However, the often labor-intensive and time-consuming 
semantic labeling process involved in pixel-level approaches makes 
their real-world applications more challenging. Compared with pixel- 
level approaches, patch-level methods are implemented more effi
ciently with a lesser labeling effort, but this leads to a lack of high level 
details for further quantification. The review shows that bridging this 
gap between patch-level and pixel-level methods may allow us to 
leverage the advantages of both methods to achieve accurate crack 
detection with greater robustness, and lesser effort during data 
preparation. 

3. Proposed crack segmentation and properties retrieval method 

To address the gaps identified in the literature review, a hybrid 
approach for robust crack segmentation and crack properties retrieval 
on noisy concrete surfaces is proposed. Fig. 1 features the overview of 
the proposed method. The proposed method consists of two stages: 1) 
pixel-level crack segmentation from labeled image patches; and 2) crack 
properties retrieval including crack length and width based on distance 
transformation from the crack map. 

3.1. Achieving crack segmentation using image patches 

In this section, the proposed crack segmentation method by inte
grating active contour model (ACM) and CNN is introduced. To the 
authors’ knowledge, this is the first attempt to leverage the advantages 
of both techniques to achieve pixel-wise crack segmentation in terms of 
robustness and data labeling efficiency. To accurately segment crack 
regions in the image, a post-processing workflow is further developed 
that leverages the integration of CNN and ACM to achieve robustness in 
crack segmentation. 

3.1.1. Active contour model (ACM) 
The active contour model (ACM) is an effective image segmentation 

method that is widely studied and applied in computer vision domain 
[34,35]. It works by actively extracting areas of interest in images 

continuously and smoothly while flexibly handling changing topological 
structure. The basic principle of ACM is to actively drive an initialized 
contour to accurately approach the boundary of the object to be 
segmented through gradual evolution under predefined energy func
tional constraints. Based on these constraints, the existing ACM methods 
can be generally classified into two categories: 1) edge-based models 
and 2) region-based models. The edge-based models stop the moving 
contours at the expected boundaries by constructing edge stopping 
functions using image gradient information [36–38]. They are primarily 
used for efficient object segmentation of high contrast and quality im
ages. However, they tend to be easily stuck in local minima and cause 
inaccurate detection of weak object boundaries under the existence of 
noise and inhomogeneous image intensity. 

To overcome the problem of edge-based models, region-based 
models were developed utilizing statistical information to drive the 
curve evolution [39]. The region-based models can be primarily cate
gorized into two types: global region-based models and local region- 
based models. Global region-based models utilize the statistical infor
mation inside and outside the contour to control the stopping criteria of 
the curve during evolution [40–42]. While they outperform edge-based 
models in terms of both robustness to noise as well as extraction of weak 
boundaries, they still suffer from the problem of inhomogeneous image 
intensity. Later, localized region-based models were proposed using 
statistical intensity information in localized regions instead of entire 
region of images. The performance greatly improved with respect to 
image intensity inhomogeneity as well as sensitivity to noise but was 
found to be highly reliant on the initial contour settings. 

On concrete surfaces, noise in the form of background texture 
commonly appear globally throughout the image, while some isolated 
noise like surface stains and unintended objects may be located far away 
from the crack regions in the images. Global region-based models may 
detect those noise pixels which have similar intensity values as pixels in 
crack regions while local region-based models could effectively alleviate 
this problem through statistical analysis in local areas. Therefore, to 
enhance the robustness for crack segmentation, local region-based ACM 
is adopted in this paper. To address the limitation of local region-based 
ACM that is highly dependent on contour initialization, a pretrained 
CNN is proposed in this paper to locate multiple initial contours along 
the crack region. 

The ACM adopted in this paper is a local statistical model introduced 
by Zhang et al. [43] which performs well in terms of intensity in
homogeneity and robustness to noise. Intensity inhomogeneity, as a 
measure of the inhomogeneity of intensity in an image, is mathemati
cally defined as a smooth and spatially varying field multiplied by the 
constant true signal of the object in the image [44]. In their method, the 
inhomogeneous objects are modeled as Gaussian distributions of 
different means and variances. To investigate the local details in the 
image, the original image domain is transformed to another domain 
where the Gaussian distributions of object intensities are better sepa
rated. The means of the Gaussian distributions are adaptively calculated 

Fig. 1. Method overview.  
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by multiplying the original image signal with a bias correction within 
the local region. The initial contour is represented using the zero level 
set of the level set function. In the transformed region, the statistical 
energy function integrating the level set function, bias correction and 
the constant estimating the true signal of the object is defined for each 
local region. The segmentation proceeds with evolution of a higher 
dimensional level set formulation by means of minimization of pre
defined energy functional. This model is capable of assigning each pixel 
to multiple classes instead of only one class which improves segmenta
tion performance with respect to noise and intensity inhomogeneity. 

3.1.2. Multiple contours initialization using CNN 
As summarized in the literature review, CNN-based methods are the 

best-in-class method in terms of patch-level crack detection. One of the 
main challenges of such deep learning techniques is the requirement of 
large-scale well-annotated dataset to learn more accurate and general
ized models [45]. However, there is usually a lack of available data to 
train a deep CNN from scratch. Hence, transfer learning is often used. 
ImageNet provides a well-established database comprising more than 
1.2 million natural images distributed over 1000 categories [46]. The 
CNN model trained on the ImageNet database serves as a basis for 
solving image classification problems in other domains. The underlying 
idea of transfer learning is to utilize the pretrained CNN model to learn 
specific features of the custom datasets [47]. In this paper, transfer 
learning is adopted to enhance the efficiency as well as accuracy of the 
CNN crack classifier. 

VGG16 is a 16-layer CNN architecture widely used for image 
recognition. After initializing the VGG16 network with pretrained 
weights from ImageNet, it is trained on a dataset containing crack im
ages. Since there exists low similarity between features of this crack 
dataset and ImageNet, fine-tuning the network is necessary to learning 
crack features effectively. Fig. 2 shows the architecture of the VGG16 
network. The transferred generic features learned from the first three 
convolution blocks remain unchanged while the weights in the last two 
convolution blocks are trained to learn high-level knowledge from the 
crack images. Finally, the learned feature representations are fed into 
fully-connected layers followed by Softmax activation to construct a 
crack classifier. 

In ACM, because of the non-convexity of energy functions or local
ized level set evolution, region-based models can easily fall into local 

minima. Additionally, the performance of region-based models varies 
with different localizations of initial contours. The best performance is 
commonly achieved when the initial contour is located in proximity to 
the area to be segmented within the image. Therefore, irregularities in 
crack shape and size may lead to brittleness in the contour evolution 
process. According to the experimental results in Fig. 3, the evolution 
was stuck in local minima after 1000 iterations while the crack region 
was completely segmented in just 200 iterations using multiple initial 
contours. Therefore, setting multiple initial contours localized in the 
neighborhood around a crack region enhances both the efficiency and 
accuracy of the curve evolution while eliminating unexpected recogni
tion of noise in the image background. 

To accurately locate the initial contours along the crack, the 
following deep learning-based patch-level crack detection method is 
utilized. A pretrained CNN on image patches cropped from several larger 
crack images is proposed to robustly approximate the crack region to be 
segmented in the target image. Because CNN requires sufficient patches 
for training, the number of larger images varies with different patch 
sizes. A larger patch size requires a significantly increasing number of 
original images to be cropped. Additionally, the cropped patches should 
contain adequate information and details to enable effective learning 
features. As shown in Fig. 4, patches of overly small sizes of 16×16 may 
contain limited information that could lead to degradation of training 
performance while larger patch sizes of 32×32 and 64×64 are better 
alternatives. Therefore, to reduce the number of original images needed 
as well as satisfy the training requirement, the image is cropped into 
patches of 32×32 pixels in the proposed method. 

Fig. 5 illustrates how the proposed method is carried out. The image 
is first cropped into several small sub-images. Then the pretrained CNN 
serves as a crack classifier to carry out a first scan and filter out non- 
crack images in both horizontal and vertical sequences throughout the 
whole image space. Considering possible differences between training 
and test data, a selection criteria is proposed to choose crack sub-images 
as potential candidates for locations of good initial contours. In the first 
scan, misclassifications may occur in sub-images where the crack pixels 
appear at the edges. Therefore, a second scan beginning from a different 
start point is performed by CNN to enhance the classification as 
demonstrated in Fig. 5. Fig. 6 shows an example of the initial contour 
detection process, where Pi represents the predicted probability of a 
detected crack. As observed from the detection results shown in Fig. 6, 

Fig. 2. The architecture of VGG16 with transfer learning.  
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all sub-images containing cracks are identified with probabilities of over 
95%, while sub-image (4), (11) and (12) have predictions with signifi
cantly lower probability. This is because these sub-images contain few 
crack pixels that are at the boundary of the sub-image, and hence it may 
contain limited information to indicate the presence of cracks. There
fore, to achieve better initialization of the contours, a threshold based on 
95% is suggested as a selection criteria to choose sub-images with a high 
probability of cracks. 

3.1.3. Post-processing morphological operations 
While the crack edges can be traced using ACM, the results may still 

contain some isolated noise surrounding the crack. Therefore, several 
morphological operations are further proposed to remove this noise and 

extract the crack region accurately, serving as post-processing steps. 
Fig. 7 illustrates the proposed post-processing steps following crack 
segmentation using ACM to remove the existing noise and extract the 
target region. Fig. 8 shows an example to illustrate the implementation 
of the post-processing steps proposed. 

Fig. 8(a) and (b) shows the initial contours setting and segmentation 
boundary using ACM, respectively. As demonstrated in the preliminary 
segmentation results using ACM in Fig. 8(c), noise represented as 
enclosed boundaries may be located in the vicinity of the crack 
boundary or on the crack boundary. To remove these noise, an image 
filling technique is used to fill the enclosed noise boundaries (holes). 
Firstly, n enclosed holes are detected which are represented as H = {hi, i 
= 1,2,…,n}. The areas of these holes are calculated and denoted as S =

Fig. 3. Evolution results of different contour initializations.  

Fig. 4. Image patches in different sizes.  Fig. 5. The proposed framework of the localization of the initial contours.  
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{si, i = 1,2,…,n}. As observed from Fig. 8(c), the enclosed holes of noise 
surrounding the crack region are typically present in much smaller areas 
compared to the actual crack areas. By observation, the areas of these 
smaller holes of noise range from 1 to 39 pixels, while the areas of crack 
region range from 635 to 1209 pixels. Hence, holes with area less than 
100 pixels are inferred to be noise, and will be filled. For holes with areas 
larger than 100 pixels, a further selection criteria is used. If the hole 
overlaps with previously detected crack patches, it is more likely to be a 
crack rather than noise. Conversely, holes without overlaps may be 
identified as noise to be filled. The image filling result is shown in Fig. 8 
(d). 

As observed from Fig. 8(d), most of the noise have been removed 
while some noise shown in black areas that are connected to the crack 
boundaries are not completely eliminated in the image. Despite these 
black areas being noise, the proposed approach considers these areas to 
be part of the boundary. To accurately segment the crack region, the 
crack region will be extracted without its boundaries. As a result, the 
noise connected to the boundaries will be eliminated, and will not affect 
the crack segmentation results. 

In Fig. 8(e), the image space is segmented into four regions according 
to the crack boundaries. The areas of all regions are calculated and 
sorted in an increasing sequence represented as A = {aj, j = 1,2,…,m}, 
where a1 < a2 < … < am and m is the number of regions. Because cracks 
develop in thin lines, the area of a crack region is normally much smaller 
than that of the background. Therefore, the region with smallest area is 
inferred to be a crack region, and extracted first. To avoid omitting 
isolated crack regions, a check of whether all crack patches contain an 
area of the inferred crack regions is done. If the criteria is not satisfied, 
this means there are more crack patches than inferred crack regions, 
indicating the presence of additional crack regions. In this case, the next 
smallest region will be inferred as another crack region, and the check 
applied again. The process of crack segmentation is completed when all 
the inferred crack regions are accounted for by the detected crack 
patches. Based on the calculated areas of the regions in Fig. 8(e), it can 
be observed the crack regions are the smaller regions with areas of a1, a2 
and a3 in the image, and these overlap with the crack patches earlier, as 
shown in Fig. 8(f). Consequently, a crack map without noise can be 
accurately produced from the proposed morphological operations 
(Fig. 8(g)). 

In summary, the post-processing techniques are based on the crack 
characteristics, as well as the mechanism of ACM. Initially, the regions 
detected by ACM are enclosed with smooth and completely closed 
curves. Noise is observed to be represented as significantly smaller 
enclosed holes compared to the actual crack region. Thus the identified 
noise can be easily identified by setting a threshold, and subsequently 
removed using image filling techniques. Next, cracks are observed to 
commonly propagate in thin irregular lines, resulting in comparatively 

smaller areas compared to other background areas. Thus, the crack re
gion can be inferred in the image space, and further verified by 
comparing against crack patches detected by CNN. In summary, the 
proposed morphological operator enhances the accuracy of detection, 
especially of cracks with a complex topology. 

3.2. Retrieval of crack properties 

The crack properties are measured in pixels from the produced crack 
map as shown in Fig. 9(a). Firstly, the crack boundaries are traced as 
shown in Fig. 9(b). Secondly, the crack skeleton is extracted from the 
crack map by determining the largest circle that fits within the crack 
region at each point. As illustrated in Fig. 9(c), the crack skeleton is 
composed of multiple centroids of circles tangent to the crack bound
aries. Fig. 9(d) shows a map of the radius of these circles between crack 
boundaries with different colors indicating different radii lengths as 
indicated in the color bar. The largest circle is determined by finding the 
medial axis in the crack region using fast-marching distance transform 
approach [48] which is capable of precisely and efficiently computing 
the distance field in the image. After extracting the boundaries and 
skeleton, the topological configuration of the crack is determined by 
checking the connectivity of crack skeleton points. The crack junction 
point and end points of each segment are specified in red and green 
circles respectively, as indicated in Fig. 9(e). From these start and end 
points, the various crack branches are identified as shown in Fig. 9(f). 

The crack properties are measured based on the extracted crack 
segment and distance information. All the crack dimensions are quan
tified in pixels. The crack length is approximated by calculating the 
number of points on the crack skeleton. The crack width of each point is 
estimated as twice the shortest distance between the boundary and point 
on the skeleton. In other words, the estimated crack width at each point 
on skeleton is the same as the diameter of the largest circle fitting in 
crack region at each position as shown in Fig. 9(c). The crack width at 
each point is used to compute the mean of all width values. 

4. Experimental validation and discussion 

The objective of this paper is to reduce the data requirements for 
crack segmentation, whilst achieving robustness to support the retrieval 
of crack properties under various noisy concrete surfaces. Hence, the 
efficacy of the proposed crack segmentation method is validated 
through following steps. Firstly, the datasets for training and testing the 
segmentation methods are introduced in details. Secondly, the metrics 
adopted to evaluate the performance of both crack detection and 
quantification are demonstrated. Thereafter, the experimental perfor
mance of the proposed crack segmentation method is validated on a 
noisy dataset and compared with state-of-the-art robust crack 

Fig. 6. The example process of initial contours localization.  
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segmentation methods in the literature. 

4.1. Dataset  

(1) Training dataset 

The dataset for training the proposed method and compared methods 
is adopted from [13] which is an open-sourced dataset of crack images 

for crack detection and segmentation. The dataset consists a total of 537 
crack images with pixel-wise segmentation labels in a size of 584×384 
pixels. Fig. 10 shows the examples of crack images in the dataset. For the 
purposes of comparison, 470 original images with corresponding seg
mentations were selected to train the existing deep-learning based 
approaches. 

To train the proposed method, 100 RGB images from the same 
dataset are cropped to several patches in a fixed size of 32×32 pixels. 

Fig. 7. Workflow of proposed post-processing steps.  
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The patch labels of crack and non-crack are derived from the presence of 
crack pixels within the image patch, and the pixel segmentation labels 
are subsequently ignored in the patches. Out of these cropped patches, a 
total of 3200 patches are selected that includes 1600 crack and 1600 
non-crack images respectively. The image patches are split into training, 
testing and validation subsets which account for 80%, 10% and 10% of 
the dataset respectively.  

(2) Testing dataset 

In order to validate the performance of the proposed crack seg
mentation method, an additional custom dataset comprising 100 noisy 
crack images collected from real concrete building surfaces is intro
duced. Each image is set of a fixed size of 544 × 384 pixels, varying in 
crack sizes and patterns. In the test dataset, various noisy conditions on 
concrete surfaces are considered including lighting variations (shad
ings), background texture, unintended objects, surface blebs and stains, 
etc. The examples of noisy images are shown in Fig. 11. 

4.2. Evaluation metrics  

(1) Evaluation metrics of CNN 

The performance of the CNN on crack detection is evaluated by four 
metrics – Accuracy, Precision, Recall and F1 Score – which are 

commonly used as evaluation metrics for machine learning algorithms. 
The above four evaluation metrics are calculated based on true positive 
(TP), true negative (TF), false positive (FP) and false negative (FN) 
which symbolizes correctly and incorrectly predicted images with pos
itive and negative labels. The four metrics are formulated in the 
following Eqs. (1)–(4). 

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(1)  

Precision =
TP

TP+ FP
(2)  

Recall =
TP

TP+ FN
(3)  

F1 =
2 × Precision× Recall
Precision+ Recall

(4)    

(2) Evaluation metrics of crack segmentation 

The obtained crack segmentation results are evaluated through 
comparison with ground truth. The ground truth of the images are 
manually semantically annotated using Image Segmenter App in MAT
LAB®. The evaluation is carried out by comparing the pixels detected by 
the proposed approach and the points marked in the ground truth. The 

Fig. 8. Example of post-processing steps for crack segmentation.  
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Fig. 9. Crack skeleton and boundary extraction method.  

Fig. 10. Examples of crack images in the dataset.  
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correctly and incorrectly detected crack pixels as well as pixels that are 
not detected are identified as TP, FP and FN measurement criteria 
respectively. The performance of the proposed approach is further 
assessed by Precision, Recall and F1 Score which are three major metrics 
for image segmentation, as formulated in Eqs. (1)–(4). Additionally, 
intersection of union (IoU) which is most commonly used for efficient 
evaluation of image semantic segmentation performance is adopted to 
calculate the overlap ratio between the ground truth and predictions. In 
the binary crack segmentation case, mean IoU is formulated using TP, FP 
and FN as demonstrated in Eq. (5). 

Mean IoU =
TP

TP+ FP+ FN
(5)    

(3) Evaluation metrics of crack properties measurement 

The results of quantified crack properties are evaluated through 
comparison with the ground truth values of crack properties which are 
obtained by manual surveys in ground truth images. The crack width at 
each point and mean value of crack width in each image as well as crack 
length in each image are calculated. The relative errors for estimations 
are computed as essential indicators of the performance of the crack 
quantification approach as demonstrated in Eq. (6). The mean and 
standard deviation values of relative errors are further calculated. 

Relative Error =
|VTrue − VObserved |

VTrue
(6)  

4.3. Training CNN within proposed method 

The training process was implemented on a single TITAN RTX GPU 
using Keras deep learning framework with Tensorflow backend. The 
training and testing results are demonstrated in Table 1 and Fig. 12. The 
model achieved a training accuracy of 99.75% and testing accuracy of 
99.78%. Overfitting is a main problem that usually occurs in training the 

neural network where the network is trained to learn the image features 
so well that noise and other unnecessary details in the data start to 
negatively impact the performance. As a result, the network cannot 
generalize well from the training data to the unseen data. Conversely, 
the other criteria to judge the reliability of network performance is 
underfitting which indicates that the network lacks of the capability to 
learn the target characteristics well. Both overfitting and underfitting 
can be identified through training and validation performance curves. If 
the trend of validation performance starts decreasing at the point where 
the training performance starts exceeding the validation performance, 
the network is overfitting. On the other hand, underfitting is likely 
present when there is better validation performance than the training 
performance. As observed from Fig. 12, the training process was stable 
without presence of overfitting and underfitting. Therefore, the CNN 
was deemed to perform well on crack detection task which was capable 
of providing accurate estimations of the initial contours localizations. 

Additionally, we tested other state-of-art CNN models for image 
classification on our dataset including VGG19, ResNet50, ResNet101, 
Xception and Inception V3. All models were initialized with pre-trained 
weights on ImageNet, and fine-tuned for the crack classification task. 
The test results are tabulated in Table 2. According to the comparison 
results, it can be observed that VGG16 outperformed the other models in 
terms of all the metrics listed. Therefore, VGG16 was selected for setting 
the initial contours. 

4.4. Validation of proposed method 

In order to validate the capability of the proposed crack segmenta
tion method, its performance was compared against two state-of-the-art 
deep learning-based methods for crack detection: (1) DeepCrack method 
[13], a deep hierarchical feature learning architecture; and (2) U-Net 
method [14] using deep CNN. All the methods are tested on the same 
concrete crack images introduced in the previous section. The parameter 
optimization of the referenced method was carried out to achieve the 
best performance on the test dataset. The performance of the segmen
tation method was discussed in terms of accuracy, robustness and data 
efficiency. 

4.4.1. Comparison of accuracy against state-of-the-art 
To measure the crack segmentation performance, the mean and 

standard deviation of precision, recall and F1 score values were calcu
lated. The quantitative descriptive statistics of the experiment are 

Fig. 11. Examples of noisy crack images in the dataset.  

Table 1 
Results of CNN on crack detection.  

Performance Accuracy Precision Recall F1 score 

Train 99.75% 99.70% 99.81% 99.76% 
Validation 99.74% 99.82% 99.65% 99.74% 
Test 99.78% 99.72% 99.77% 99.70%  
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summarized in Fig. 13. The mean values of obtained precision, recall, F1 
score and mean IoU values from proposed method were 0.8997, 0.9260, 
0.9125 and 0.9179 respectively. From the results, it was observed the 
proposed method achieved overall improvement on both mean and 
standard deviation of the crack segmentation results obtained by other 
state-of-art methods with respect to four evaluation metrics. Addition
ally, compared to other methods, the experimental results of the pro
posed method shows lower variance, without the presence of outliers as 
shown in the boxplots. 

To further confirm the observations, the significance of the differ
ences between the proposed method and other methods are provided by 
paired t-tests, using a null hypothesis that there does not exist a signif
icant difference between both samples. The larger the absolute value of 
the t-statistic, the smaller the p-value, and the greater the evidence 
against the null hypothesis (i.e. there is a significant difference between 
samples). The tests results between the proposed method and the other 
methods in terms of the four evaluation metrics were tabulated in 
Table 3. The results could be explained as further confirmation of the 
observation that the proposed method was superior to both current 
methods regarding the performance of crack segmentation on noisy 
scenarios due to its low p-values. While there exists an exception that 
there is no significant difference presented between the proposed 
method and DeepCrack in terms of recall (indicated by a higher p-value) 
shown in Table 3, the proposed method achieved a relatively higher 
mean recall value compared with DeepCrack. Therefore, the proposed 
method is shown to achieve more accurate crack segmentation as 
compared with other deep learning-based methods. 

4.4.2. Comparison of robustness 
The robustness of the proposed method is first assessed visually. 

Fig. 14 shows several examples of experimental results under various 
noisy conditions. From the observation of the various generated crack 
maps, other methods were limited in completely discriminating crack 
points from noise that were present in similar pixel density to the image 
space. As indicated in Fig. 14(a), the presence of dark areas surrounding 

the crack regions led to wrong identification of crack pixels near the 
crack boundaries by the DeepCrack algorithm. As a result, the 
segmented crack regions appeared wider than ground truth. Addition
ally, the presence of holes, blebs and unintended objects in the back
ground also caused unexpected false positives in the segmentation 
results obtained from other methods as shown in Fig. 14(b)–(g). 

In contrast, further visual assessment indicated the proposed method 
outperformed the other methods in terms of robustness to noise. It was 
observed the proposed method was capable of extracting crack regions 
completely under the influence of various noise without missing crack 
points. Hence, it could effectively alleviate the interference of noise on 
the background surface. Additionally, the proposed method was capable 
of extracting visibly thinner cracks from noisy surfaces as indicated in 
Fig. 14(g). The comparison results showed that the crack detected by the 
proposed method was thinner and closer to the ground truth in com
parison to results produced by other methods. Therefore, the proposed 
method is capable of detecting cracks of various sizes from images 
accurately and robustly. 

To further validate the performance of crack segmentation method 
quantitatively, the crack properties were derived under various noisy 
conditions. The crack width and length were measured based on the 
crack map obtained using the proposed crack segmentation method. The 
mean value of crack width at each point for each crack segment in im
ages of the test set was calculated. The crack measurements were 
compared with results from manual surveys from the ground truth crack 
map in pixels. The calculated relative errors between estimations and 
ground truth values are shown in Fig. 15. The mean relative error of 
mean width and length was 0.0672 and 0.0251 respectively for test 
images with highly variable crack sizes. The results indicate that most of 
the measurements estimated by the proposed method were close to that 
done by manual surveys. Therefore, in accordance with the experi
mental results, the proposed systematic procedure of crack properties 
retrieval based on crack segmentation is able to provide reliable and 
desirable results for crack inspection. 

Moreover, to demonstrate the effectiveness of the proposed crack 
segmentation method on achieving reliable crack quantification, an 
experiment to quantify crack widths using the proposed method is 
compared against in situ measurements. Five crack widths ranging from 
0.5 mm to 2 mm were measured from images captured by a digital 
camera that was orthonormal to the concrete surface. The actual crack 
width (ground truth) was obtained using a crack width gauge shown in 
Fig. 16. To estimate the actual physical size, a pixel-physical conversion 
ratio was required to convert the pixel size in the image to the physical 
size (Fig. 17). This ratio can be computed from the relationship between 
physical size and sensor size as shown in Eq. (7). 

Fig. 12. Training and validation performance along epochs.  

Table 2 
Results of different CNNs on crack detection.  

CNN Accuracy Precision Recall F1 score 

VGG16 99.78% 99.72% 99.77% 99.70% 
VGG19 99.33% 99.51% 99.18% 99.34% 
ResNet50 98.92% 98.84% 99.00% 98.92% 
ResNet101 91.46% 91.89% 89.87% 90.87% 
Xception 98.17% 97.44% 98.79% 98.12% 
InceptionV3 97.92% 97.10% 98.61% 97.85%  
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Physical size =
Working distance× Sensor size

Focal length

=
Working distance× Image resolution

Focal length
× Pixel size

Pixel − Physical Ratio =
Working distance× Image resolution

Focal length

(7) 

As the camera was perpendicular to the concrete surface, there was 
no geometric distortion of either the crack width gauge or crack in the 
image. As a result, the pixel-physical conversion coefficient of the crack 
and crack width gauge was constant. Based on the scale on the crack 
width gauge, the pixel-physical conversion coefficient could be calcu
lated. Accordingly, the crack width measured in pixels from images 
using the proposed method could be converted to a real world mea
surement. The test results are tabulated in Table 4. It can be observed 
that the relative errors of physical width measurements vary approxi
mately from 0.01 to 0.09 which are consistent with the measurement 
results in pixels. Thus, in accordance with the experimental results, the 

proposed procedure of crack properties retrieval is shown to be capable 
of providing reliable results for crack inspection. However, in real 
practice, significant sources of errors such as radial lens distortions may 
potentially cause geometric distortions that can lead to measurement 
error. Hence, significant calibration is necessary to ensure accurate 
measurement of the crack width, as was carried out in this experiment. 

4.4.3. Comparison of data efficiency and time 
The data efficiency was compared based on the performance the 

method achieved from the amount of data used for training and labeling 
[14]. The comparison results are tabulated in Table 5. The proposed 
crack detection method achieved higher mean IoU using 100 crack 
images as compared with U-Net and DeepCrack methods that were 
trained on 470 images. Thus, from the number of training images used, 
the proposed method performed more efficiently than other deep 
learning-based methods. Additionally, the training dataset used in the 
proposed method was labeled at patch-level while U-Net and DeepCrack 
were trained on images with pixel-level segmentations. It is known that 
pixel-based annotations requires significantly greater labor and time 

Fig. 13. Boxplots of precision (a), recall (b), F1 score (c) and mean IoU (d) values.  

Table 3 
Paired t-tests of precision, recall, F1 score and mean IoU values between proposed method and DeepCrack.  

Comparison Statistics Precision Recall F1 score Mean IoU 

Proposed method – DeepCrack T 15.8936 2.4402 15.2133 16.4847 
P Value 5.3361e− 29 0.0165 1.1671e− 27 3.8341e− 30 

Proposed method – U-Net T 46.0036 12.1035 31.2856 32.4731 
P Value 1.2516e− 68 3.0841e− 21 3.9543e− 53 1.3682e− 54  
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cost compared than patch-based labeling process [16,17,49]. Therefore, 
the proposed method achieved better performance compared to these 
deep learning-based methods as it achieved better segmentation per
formance while involving significantly fewer images and consequently 
reduced labeling effort. 

Additionally the computation times involved in the crack segmen
tation process for the three methods were also calculated. All compu
tations were implemented using a single TITAN RTX GPU. Since all three 
methods involved training and testing processes, the computation time 
was defined as the sum of training and inference (testing) times for each 
method. The comparisons are listed in Table 6. Based on the results, it 

Fig. 14. Examples of crack segmentation results.  

Fig. 15. Boxplot of relative error of mean width and length.  

Fig. 16. Relationship between field size and sensor size.  
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can be observed that deep learning models required much longer 
training times for pixel-wise segmentation task compared with the 
patch-wise classification in our proposed method. However, due to the 
evolution process in ACM, the testing process took longer compared to 
pre-trained CNN models for generating segmentation results. The total 
inference time for testing 100 images are 160 s. Each test image took 1.6 
s for the proposed method to run through the ACM process and post- 
processing steps to predict the final crack map. Hence, the total 
computation time for testing larger scale datasets will correspondingly 
accumulate and increase. 

Thus, there exists a tradeoff between the total computation time and 
the number of test images, and this tradeoff is evaluated. Herein, the 
training time in each method remains constant while the testing time 
increases as more images are tested. As shown in Fig. 18, there are 
breakeven points when the number of test images is less than 5136 and 
6483 for DeepCrack and U-Net respectively. It is observed the proposed 
method takes less time compared with both U-Net and DeepCrack when 

there are fewer images to test. However, when the number of images is 
greater than the breakeven values of 6483 and 5136, the proposed 
method may not be as efficient. Hence, for testing larger datasets, the 
selection of the crack segmentation method may depend on the tradeoff 
between the accuracy and total computation time in realistic 
applications. 

4.4.4. Limitations and future work 
Based on the experimental validation results, the proposed method 

proved to achieve accurate crack segmentation robustly and efficiently. 
To further discuss the applicability of the proposed method, the limi
tations and future work are included here. Fig. 19 shows the application 
of the proposed method on noisy images which led to false positive crack 
recognition. In sample (a), the noise indicated in the solid circle on the 
test image contained highly similar pixel properties compared to crack 
pixels. It was connected to the target crack region that wrongly identi
fied it as a crack by the proposed method. As a result, this was detected 
as part of the crack as shown in the dashed circle in the segmentation 
result. Additionally, in sample (b), the discoloration of concrete surface 
created noisy pixels along the crack area. These were judged to contain 
similar intensities to the true crack pixels, as indicated in the red solid 
circle on the test image. This led to the presence of false positives on the 
segmentation result. The noise due to dark points were wrongly classi
fied as crack pixels as shown in the dashed circle. Consequently, the 
crack properties measurement, especially the width measurement, was 
adversely affected. 

Additionally, the proposed method improves the data efficiency by 
reducing the effort and number of images for training. Hence, a patch 
size of 32×32 was used in the method to achieve crack segmentation 
based on the characteristics of the current dataset. However, the specific 
patch size that is suitable may differ from situation to situation, 
dependent upon conditions such as the amount of data available. Due to 
the data limitations, the fine-tuning approach of patch size under 
different requirements was not explored. 

Moreover, compared with deep learning-based pixel-wise crack 
segmentation methods, the proposed method significantly reduces the 
training time during the preparation process. However, due to the 
evolution process involved in the ACM, it takes a longer time for the 
proposed method to make predictions compared with pretrained CNNs. 
The average inference time taken to evaluate each image is approxi
mately 1.6 s running on a single TITAN RTX GPU. The total computa
tional time for testing larger scale datasets will correspondingly 
accumulate and increase. Hence, based solely on computation time, the 
proposed method may not be as efficient as other crack segmentation 
methods for larger datasets. 

Based on the discussions of potential limitations of the proposed 
method, two possible future research directions are proposed. Firstly, 
eliminating the aforementioned false positives should be studied to 
further improve the performance of crack segmentation and properties 
retrieval in field applications. A possible solution could be to further 
investigate and improve the ACM algorithm used in the proposed 
method to enhance its capability to discriminate noise connected to the 
regions of interest from the target pixels. Secondly, another future 
research is to identify an ideal patch size, and investigate its impact on 
performance under various conditions, which would further benefit 
practitioners in the field. Thirdly, the current inference time is approx
imately 1.6 s for each image running on a single TITAN RTX GPU. 
Methods to reduce the inference time for testing large datasets should 
also be investigated in the future. A possible solution to reduce inference 
time could be to accelerate the evolution process involved in the ACM. 
Finally, the proposed robust crack segmentation method creates an ac
curate crack map that is essential for further measurement and charac
terization. Such measurement and characterization plays an important 
role in condition assessment. Further crack characterization methods 
such as crack pattern analysis and crack propagation should be 
investigated. 

Fig. 17. Experimental setup for physical crack width measurement.  

Table 4 
Phsical widths measurement results of examples.  

Example Measurement (mm) Ground truth (mm) Relative error 

a 1.760 1.900 0.0737 
b 0.500 0.550 0.0909 
c 0.650 0.600 0.0769 
d 0.988 1.000 0.0120 
e 0.919 1.000 0.0807  

Table 5 
Mean IoU and number of required image for different methods.   

No. of required images Labeling effort Mean IoU 

U-Net 470 Pixel-wise 0.8718 
DeepCrack 470 Pixel-wise 0.9056 
Proposed method 100 Patch-wise 0.9179  

Table 6 
Comparsion of training and testing times among different methods.   

Training 
time (s) 

Inference time (s) Computation 
time (min) 

U-Net 4199 80 1 h 11 min 19 s 
DeepCrack 7437 26 2 h 4 min 26 s 
Proposed 

method 
90 10 (Initial contours setting) +

150 (Segmentation) = 160 
4 min 10s  
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5. Conclusion 

In this paper, a robust image-based crack segmentation and prop
erties retrieval method using image patches is introduced. The main 
objective of the proposed method is to accurately detect crack regions 
for further measurements using limited training data, whilst guaran
teeing robustness to a high degree of noise variations present in the 
images, such as background texture, illumination variations, unintended 
objects, surface stains and blebs. In this approach, an integrated CNN 
with local region-based ACM is adopted to extract crack region smoothly 
and completely. The approach uses CNN to initialize multiple contours 

surrounding the crack region, and this allows the method to address the 
challenges of accurately and efficiently tracing irregularly shaped 
cracks. The ACM stage of the approach then propagates under the 
guidance of these initial contours settings to eliminate the misdetection 
of noise in the background. Finally, post-processing is introduced to 
produce the desirable crack map. The crack properties are further 
quantified based on the previous segmentation results. 

The performance of the proposed crack segmentation method was 
validated through comparisons with related state-of-art crack detection 
methods on a highly-variable noisy dataset. The results demonstrated 
that the proposed method performed well with high accuracy, 
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Fig. 18. Tradeoff between the number of test images and total time cost.  

Fig. 19. Examples of inaccurate crack segmentation results from the proposed method.  
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robustness and data-efficiency in real applications. Furthermore, the 
crack width and length were measured in pixels based on the segmented 
cracks with various sizes. The experimental results illustrated the 
capability of the developed systematic process on accurate retrieval of 
crack properties in various conditions. 

To address the analyzed limitations of the proposed method, possible 
future work could be further exploration to improve the crack seg
mentation performance in terms of reduction of false positives con
nected to the crack region. Additionally, how to fine-tune the patch size 
involved in the training process should be investigated under different 
conditions. 

In closing, the contributions of this paper serve to enhance the cur
rent concrete inspection regime in buildings, by addressing problems 
related to accuracy of segmenting cracks in images, ensuring robustness 
to noise arising in concrete surfaces, as well as reducing the labeling 
effort needed. The results of this paper demonstrate that by combining 
deep learning methods with traditional techniques, more data efficient 
methods for crack segmentation can be explored. 
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