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A B S T R A C T   

Construction robots have been recently developed to improve construction productivity and safety. One of the 
critical steps to make the robots work with human workers as teams is to provide a user-friendly interface to 
support their mutual interactions on construction sites. Compared with existing interfaces, hand gestures are easy 
to use, natural, and intuitive. This paper proposed a novel vision-based framework to capture and interpret the 
worker’s hand gestures as a human-robot interface in construction. The framework consists of three components: 
worker detection and tracking, recognition queues formulation, and hand gesture recognition. Its effectiveness 
on the hand gesture recognition was tested with field experiments and achieved the overall precision and recall 
of 87.0% and 66.7%. Also, a laboratory study was conducted to illustrate the use of the framework to interact 
with a robotic dump truck. Future work will integrate the proposed framework into robotic construction 
machines.   

1. Introduction 

The construction industry is falling behind others in terms of making 
productivity gains, maintaining onsite safety, attracting new laborers 
[1–3], etc. With years of technical development, construction robots 
and/or autonomous machines have shown the potential to increase 
construction productivity as well as solve problems such as labor 
shortage and safety risks in the construction field [4,5]. They have 
technical features to enhance the quality and efficiency of the operations 
and moreover could potentially perform construction tasks in dangerous 
or challenging environments [6,7]. 

Advances in robotics could not fully replace onsite workers. Instead, 
they make it possible for workers and robots to work collaboratively as a 
team [8,9]. This collaboration allows workers to off-load repetitive and 
tedious tasks to robots [8] and focus on those that cannot be easily 
performed by the robots [10]. One of the critical steps to leverage 
human-robot work collaboration is to provide a user-friendly interface 
to support their interactions. However, the field of the human-machine 
interface is less analyzed when developing robot technologies in con-
struction [4]. 

The overall objective of this paper is to investigate the feasibility of 
interacting with robotic machines using hand gestures. The hand gesture 
is a common and natural form of human-machine interaction [11,12]. It 

provides a standard mode for workers to interact with construction 
robot machines. On construction sites, it could aid workers to convey 
correct directions without the need for complicated devices in a noisy 
environment [13]. 

So far, there are many research methods proposed for automatic 
hand gesture recognition using computer vision technologies. These 
methods either relied on hand-crafted visual features, such as improved 
dense trajectories (iDT) [14] and Mix Features Around Sparse Keypoints 
(MFSK) [15], or deep neural networks including 3D convolutional 
neural networks (CNNs) [11,16] and two-stream CNN architecture 
[17,18]. 

Existing methods for hand gesture recognition have been employed 
in various domains, including traffic police hand gesture identification, 
sign language understanding, human-machine interactions [19–21]. 
However, they are not appropriate to support human-robot collabora-
tion in the construction fields due to the following reasons. First, existing 
methods tried to recognize a hand gesture through a single-time acti-
vation. Therefore, they cannot recognize the same gestures when they 
are consecutive. Second, these methods typically required a user to sit or 
stand still when making gestures. The recognition might fail when the 
user is moving. Moreover, their designs were to achieve high recognition 
accuracy. The balance between the accuracy and other factors, e.g. 
recognition speed and robustness was not well maintained. 
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This paper proposed a vision-based framework for automatically 
capturing and interpreting the hand gestures of workers on construction 
sites to address the above-mentioned issues. The framework consisted of 
three components. First, the construction worker who gave hand ges-
tures was visually detected and tracked in a camera video sequence to 
generate the regions of interest. Then, the regions were cropped to form 
hand gesture recognition queues based on the detection and tracking 
results. A hierarchical architecture was further constructed for the task 
of hand gesture detection and classification. The framework was tested 
with the videos collected from real construction sites and a laboratory 
experiment. The field test results showed the overall precision and recall 
achieved 87.0% and 66.7%, respectively. The laboratory experiment 
illustrated the potential of the framework to automate the hand gesture 
recognition for human-machine interaction in construction. 

2. Related work 

2.1. Visual detection of construction objects 

The visual detection of construction objects (e.g. workers and 
equipment) is always a fundamental step in the process of automating 
construction engineering and management tasks in computer vision 
[22]. So far, there are many research studies that have been proposed to 
investigate the potential of visually detecting construction objects using 
background subtraction, through visual features, or by utilizing deep 
learning technologies. For background subtraction, the motion pixels in 
the video streams are firstly identified and extracted. Once the motion 
pixels are grouped, the regions of moving construction objects could be 
determined as foreground while other static regions are identified as 
background. For example, Chi and Caldas [23] presented an exploratory 
method of background subtraction to detect moving construction 
workers and equipment. The exploratory method distinguished fore-
ground from background by using color information of image pixels. 
Another example can be found in the work of Gong and Caldas [24]. 
They evaluated and compared three kinds of background subtraction 
algorithms (e.g. Mixtures of Gaussian, Codebook based, and Bayesian 
model-based methods) on the task of detecting construction workers and 
equipment. 

Besides, many studies which utilize visual features (e.g. shape and 
color) to detect construction objects have been performed and tested in 
the construction field. For shape-based features, histogram of oriented 
gradients (HOG) and Haar-like features are two widely adopted features. 
Rezazadeh Azar and McCabe [25] presented and evaluated two detec-
tion methods (e.g. HOG and Blob-HOG) for their ability to recognize 
dump trucks on construction sites. Park and Brilakis [26] trained Haar- 
like features with an Adaptive Boosting algorithm to detect and extract 
the shape information of construction equipment. Compared with shape 
features, the detection methods based on color features are generally 
more simple and effective, especially when the construction objects to 
detect are uniquely colored [22]. For example, Zou and Kim [27] 
employed HSV color space to extract the excavator of interest in the 
image data of foundation excavation activity. However, the methods 
which solely rely on color information might fail when construction 
activities could be conducted from day to night [22]. The detection 
performance could be further improved by combing the shape and color 
features as detection cues. An example can be found in the work of 
Memarzadeh et al. [28]. They proposed a novel detection method which 
relied on HOG and Colors (HOG +C) to detect construction workers and 
equipment. 

Recently, deep learning technologies have been widely adopted in 
the visual detection of construction objects. For example, Luo et al. [29] 
employed Faster Region-based CNN (Faster R-CNN) to detect 22 cate-
gories of construction-related objects, such as equipment, materials and 
workers. Kim et al. [30] presented a CNN-based architecture to detect 
the excavator and truck on a construction site. The presented architec-
ture consisted of the following three components: CNN methods for 

feature extraction, region proposal network for extracting candidate 
regions and constructing new feature maps, position-sensitive score 
maps and region of interest pooling layers for determining the object 
class. Son et al. [31] proposed a two-stage architecture for construction 
worker detection. In their work, feature maps and region proposals were 
firstly extracted from the scaled image via ResNet-152. Then, bounding 
box regression and region labeling were conducted with Faster R-CNN. 
Wu et al. [32] developed a CNN-based detection framework to auto-
matically check whether individuals on construction sites were wearing 
hard hats. Different CNN layers were adopted to extract the features, 
which were then fused discriminately to generate a new feature pyra-
mid. The fused feature pyramid was finally fed into the Single Shot 
Multibox Detector (SSD) to predict the final detection results. 

2.2. Visual tracking of construction objects 

Visual detection is mainly focused on determining and locating the 
objects in videos, while the visual tracking is generally utilized to 
identify and follow the movement trajectory of the objects [22,33]. 
Numerous studies about the tracking of construction objects have been 
performed in construction scenarios to measure productivity, assess 
material distribution, and monitor the site safety for engineers and 
managers. For example, Zou and Kim [27] adopted the Hue, Saturation, 
and Value (HSV) color space to track a hydraulic excavator and estimate 
its idling time. Park et al. [34] presented a comparative study of various 
vision tracker categories including contour-based, kernel-based and 
point-based methods to identify the most effective one in tracking 
construction resources. 

Moreover, the tracking performance could be improved by the 
integration with the detection process. This idea has been tested in 
construction scenarios. Rezazadeh Azar et al. [35] proposed an auto-
mated tracking framework called server-customer interaction tracker 
(SCIT) to track dump trucks and measure the dirt loading cycles. The 
proposed framework combined the mean-shift tracking method with the 
HOG detection algorithm. Park and Brilakis [26] presented a novel 
hybrid method for tracking construction equipment that fused the 
detection and tracking algorithms. The detection algorithm located 
construction equipment by taking advantage of entities’ motion, shape, 
and color distribution while the tracking algorithm stepped in the pro-
cess to make up for the false detections. 

In recent years, deep learning technologies have been employed to 
combine the tracking and detection process of construction objects. For 
example, Kim and Chi [36] used a Faster R-CNN detector and detection- 
based tracker to get the locations of the excavators. Firstly, excavators 
were detected in still images using a pre-trained Faster R-CNN detection 
model. The detection results were then associated to obtain the trajec-
tories of the excavators using the Tracking-Learning-Detection algo-
rithm. Luo et al. [37] employed the tracking-by-detection framework to 
implement multiple worker tracking. The framework detected workers 
in each frame with a deep learning technique, YOLOv3, and then tracked 
them across consecutive frames with a multiple object tracking method, 
SORT as the object estimation model. Angah and Chen [38] determined 
and followed the trajectories of multiple construction workers through 
deep learning and the gradient-based method. In their work, Mask R- 
CNN was utilized as the detector while the gradient-based method was 
employed to track workers by comparing the features of the detection 
results. 

2.3. Vision-based hand gesture recognition 

Hand gesture recognition is a hot topic in computer vision and 
pattern recognition, which plays an increasingly important role in the 
natural human-computer interface [39,40]. Currently, many efforts 
have been dedicated to vision-based hand gesture recognition. Using 
hand-crafted features and deep learning are two kinds of vision-based 
methods for hand gesture recognition. Traditional methods are 
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generally based on hand-crafted features, such as HOG [41], iDT [14] 
and MFSK [15]. Besides, more studies were proposed to derive new 
sophisticated features which could represent the appearance, shape 
and/or motion changes of a gesture. For instance, Almeida et al. [42] 
presented a methodology for extracting hand gesture recognition fea-
tures, such as hand area and hand movement velocity. These features 
were then fed into a SVM classifier to understand Brazilian sign lan-
guage. Ahmed et al. [43] developed an integrated statistical algorithm 
which consisted of three modules: real-time detection of hand regions, 
hand trajectory tracking, and gesture recognition through the analysis of 
hand location variations. Memo and Zanuttigh [44] relied on the local 
curvature of a hand contour as feature descriptors and input them into 
an SVM classifier to achieve reliable, real-time hand gesture recognition. 

So far, deep learning technologies have been widely used in hand 
gesture recognition. Typically, they can be achieved through 3D-CNN- 
based methods or two-stream CNN architecture. For 3D-CNN-based 
methods, one example can be found in the work of Miao et al. [45]. 
They firstly extracted spatiotemporal features using the Res3D network 
and combined the extracted features through a canonical correlation 
analysis. The final recognition was made by a linear SVM classifier. 
Similarly, Liao et al. [46] relied on the combination of a deep residual 
3D-ConvNet and a bi-directional LSTM network to extract the spatio-
temporal features of hand gestures from video sequences and score them 
accordingly for the automatic recognition of the sign language. Wang 
and Zhu [47] investigated and compared the performances of two 3D- 
CNN-based methods including ResNeXt-101 and Res3D + Con-
vLSTM+MobileNet on hand gesture recognition. In addition, a two- 
stream CNN architecture where two CNNs are adopted to model 
spatial and temporal information of sequences, separately, provides 
another technique for hand gesture recognition. For example, Huang 
et al. [18] developed a C3D network into a two-stream 3D-CNN archi-
tecture where one stream focused on the local, detailed hand gestures 
while the other stream was designed to extract global hand motions. 

Several public datasets were established to measure the performance 
of the recognition methods. They could be classified into two categories 
including first-person view and second-person view. In the first-person 
view, a camera is typically mounted on the forehead of a user to 
imitate a viewpoint seen through the user’s eyes. Examples of the first- 
person view dataset include the Interactive Museum dataset [48] and 
EgoGesture dataset [49]. Most of the datasets were captured in a second- 

person view, where a camera is kept a short distance towards a user. The 
user performs gestures actively like interacting with the camera. Several 
of them were created for general symbolic hand gestures, such as 
Cambridge Hand Gesture Dataset [50] and Sheffield Kinect Gesture 
(SKIG) Dataset [51]. Others were designed to support human-computer 
interaction including NvGesture Dataset [12] and IPN Hand Dataset 
[16], sign language interpretation like MSRGesture3D Dataset [52] and 
ChaLearn MMGR Dataset [53], etc. 

2.4. Gaps in body of knowledge 

The recent advance in computer vision technologies has built a solid 
foundation to capture and interpret the hand gestures of onsite con-
struction workers and support their interactions with robotic machines. 
However, several challenges need to be addressed before making such 
interactions work well on construction sites. First, it is necessary to 
capture and interpret the hand gestures of workers when they are 
walking or under different postures. So far, existing hand gesture 
recognition methods were tested with the video clips of hand gestures 
that were typically recorded when subjects were sitting or standing still 
[12,16,49]. Their recognition performance was limited when workers 
are not sitting or standing still. Second, existing hand gesture methods 
were typically designed to recognize a gesture with one single-time 
activation [11,49]. As a result, they cannot recognize consecutive ges-
tures made by workers. Moreover, most of the previous research focused 
on increasing the gesture classification accuracy by combining deep 
CNNs, which was forcing the limits of memory and increasing the re-
action time [21,47]. To achieve the real-time response in practice, the 
recognition methods are supposed to strike a balance between accept-
able classification accuracy and fast reaction. 

3. Research objective and scope 

The main objective of this study is to propose a novel vision-based 
framework that supports human-machine interaction on construction 
sites. The framework is expected to address the challenges mentioned 
above. Specifically, it will build a hand gesture recognition queue by 
combining the visual detection and tracking of the worker of interest. 
This way, the hand gestures of the worker under different postures could 
be captured. Also, it will redesign the hand gesture detection and 

Fig. 1. The overview of the proposed framework.  
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classification scheme to achieve a balance between acceptable classifi-
cation accuracy and fast reaction. The framework will function in real 
construction scenarios, where workers are moving and making consec-
utive gestures simultaneously. 

The focus of this study is placed on capturing and interpreting the 
hand gestures of construction workers for directing tower crane opera-
tions. These gestures are selected here since they are commonly seen on 
construction sites [47,54]. The framework could be expanded to capture 
and interpret other types of hand gestures without the loss of generality. 
In addition, it assumes that only video data are available as recognition 
cues. Workers are not requested to wear any wearable sensors for 
gesture recognition. 

4. Proposed framework 

The overview of the proposed framework is illustrated in Fig. 1. The 
framework consists of three components: visual detection and tracking 
of workers, frame cropping for recognition queue, and hand gesture 
recognition. Specifically, the construction worker who gives hand ges-
tures is visually detected and tracked in a camera video sequence to 
generate the regions of interest. Based on the detection and tracking 
results, the regions are then cropped to form hand gesture recognition 
queues. Finally, a hierarchical architecture, which consists of a detector 
and a classifier, is employed to conduct the task of hand gesture detec-
tion and classification. More details are discussed in the following 
sections. 

4.1. Visual detection and tracking of construction worker 

The purpose of this component is to extract the construction worker 
who gives hand gestures in video sequences. A tracking-by-detection 
paradigm proposed in [55] is employed here due to its superior per-
formance in tracking objects through long periods of occlusions. Within 
this paradigm, the detection module identifies the construction worker 
in each frame and obtains his/her bounding box. Given detection results, 
both trajectory and appearance information is modeled to associate 
current detections with existing tracks for the lifespan tracking of the 
worker. When there are multiple workers appearing in the scan, the 
construction worker who gives hand gestures could be identified 
through the tracking identification number (ID). 

YOLOv3 [56] is selected to detect the construction worker because of 
its fast and accurate nature and ability to provide a multi-scale predic-
tion. Additionally, many research results have verified the high perfor-
mance of YOLOv3 in various construction object detections [37,57]. 
Multi-object deep Simple Online and Real-Time (SORT) tracker is 
employed to relate the same construction worker detected in the pre-
vious process across all the frames [55]. The deep SORT tracker is 
selected here since it is able to track the objects through long periods of 
occlusions and reduce the number of identity switches. Both trajectory 
and appearance information provided by the detection results are 
adopted to track the construction worker in video frames. More details 
about construction worker detection and tracking could be found in the 
work of [31,37,38]. 

4.2. Frame cropping for recognition queue 

The purpose of this component is to crop the region of the con-
struction worker who gives hand gestures from the original frame to 
form the queues for detecting and classifying hand gestures. This 
component can be divided into two steps: the horizontal extension of the 
extracted region, and the formation of the hand gesture recognition 
queues. The extracted region is firstly expanded horizontally by 25% to 
fully capture the hand gestures made by the worker based on trials and 
errors. As shown in Fig. 2 (a), the region which was directly obtained by 
the detection and tracking component might miss a part of the hand area 
when the worker was swinging his/her arms. After the horizontal 
extension both to the left and right (Fig. 2 (b)), the region of the con-
struction worker could capture the whole hand area, which is crucial for 
the recognition of hand gestures. 

Further, the cropped frames are compiled to form the hand gesture 
detection and classification queues. Both detection and classification 
queues take the current frame as a basis. The detection queue includes n 
previous frames, while the classification queue consists of m previous 

Fig. 2. The region of construction worker before and after the horizon-
tal extension. 

Fig. 3. The hierarchical architecture of hand gesture recognition.  
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frames. Following the guideline of [11], n is chosen as 8 frames since a 
smaller window size allows the detector to discover the start and end of 
the gestures more robustly. Besides, m is determined as 32 frames 
because the classification queue with 32 frames input achieves the best 
performance in [11]. The frames in the queues are further proportion-
ally resized at a resolution of 112 × 112 pixels. After the formation of the 
recognition queues, they are input into the hand gesture recognition 
component. 

4.3. Hand gesture recognition based on a hierarchical architecture 

The purpose of this component is to employ a hierarchical CNN ar-
chitecture to detect and classify the hand gestures made by the worker. 
By introducing a time factor L, the hierarchical architecture would 
function in identifying a consecutive gesture made by the worker. Fig. 3 
shows the hierarchical architecture of hand gesture recognition, which 
consists of a detector and a classifier. The function of the detector is to 
detect whether there is a hand gesture in the detection queue. It is ex-
pected to be lightweight and run fast. This way, the video frames not 
containing any hand gesture could be discarded without being further 
processed. Here, the ResNet-10 model [11] is adopted since it requires 
small-sized features in each network layer. 

When a hand gesture is detected, the classifier is utilized to classify 
its gesture class. The selection of the classifier should consider the bal-
ance between acceptable classification accuracy and fast reaction. Based 
on the findings from previous studies [11,16,47], ResNeXt-101 is 
selected. Table 1 summarized the specific network configurations of 
both ResNet-10 and ResNeXt-101. 

The workflow of the hand gesture recognizing is illustrated in Fig. 3. 
It combines the gesture detector and classifier. The detector acts as a 
switch to decide whether the classifier needs to be activated. If a gesture 
gets detected and the classier has not been activated yet, the classifier 
will be activated and record the current frame index T as T0. It refers to 
the first frame index when a gesture gets detected. Then, for the sub-
sequent video frames received later, the classification queue will be 
input into the classifier to calculate the raw probability of each type of 
the hand gesture, only if the detector keeps detecting a gesture and the 
difference between the current frame index T and T0 equals to a multiple 
of the time factor L. A weight function (Eq. 1) [11] is further applied to 
the raw classification probabilities to remove potential data noise. 

wT =
1

1 + e− 0.2×(T− T0 − u/(4×s) ) (1)  

where wT refers to the weight at frame T, u corresponds to the mean 
duration of the gestures (i.e. the number of frames) in the dataset, and s 
is the stride length which can be determined as 1 to be small enough not 
to miss any gestures [11]. 

The difference between the highest and the second-highest weighted 
probabilities is calculated. If this difference is more than a threshold τ, 
the identification of the hand gesture will be triggered; otherwise, it 
means that the classifier is not confident enough in classifying the hand 
gesture type. The architecture will conduct another round for the 
gesture detection and classification until the detector no longer detects 
the gesture and deactivates the classifier. It should be noted that the 
selection of τ and L depends on how likely and frequently the user in-
tends to trigger the identification. Here, τ and L are chosen as 0.20 and 
15 after trial and error. 

5. Implementation and results 

5.1. Implementation 

The framework was implemented on an Ubuntu Linux 64-bit oper-
ating system. The Python 3.7 environment with the support of the 
Pytorch [58] and Tensorflow [59] platforms provides the critical algo-
rithms, functions, and tools required for the framework. The hardware 
configuration has been listed as follows: an Intel® Core™ i7-4820K CPU 
(Central Processing Unit) @ 3.70 GHz, a 32 GB memory, and an NVIDIA 
Titan Xp DDR5X @ 12.0 GB GPU (Graphics Processing Unit). 

5.2. Offline training for hand gesture recognition 

The dataset created in [47] was employed to conduct the offline 
training for hand gesture recognition. The dataset contains hand ges-
tures commonly made by workers on construction sites. In the dataset, 
the dynamic gestures were collected from 7 diverse indoor and outdoor 
scenes. There are a total of 364 video clips which include 1820 non- 
gesture samples and 1820 gesture samples. More details of the dataset 
could be found in the work of [47]. 

In order to train and test the detector, the gesture and non-gesture 
samples in the dataset were randomly split into the training subset 
(60%), validation subset (20%) and testing subset (20%). As for the 
training and testing of the classifier, only the gesture samples in the 
dataset were randomly divided into the training subset (60%), valida-
tion subset (20%) and testing subset (20%). Also, these samples were 
manually labeled based on their gesture types. 

Table 2 summarized the parameters set for the training of the de-
tector and classifier. The network configuration of the classifier is much 
more complicated than the detector, which typically requires more 
training data to prevent underfitting. Here, the transfer learning strategy 
was adopted for the classifier. The classifier is pre-trained firstly using 
the Jester dataset [60], which is the largest hand gesture dataset publicly 
available. Then, the specific training process for the detector and clas-
sifier is conducted as follows. The learning rate and the batch size are 
initially set as large as possible. The cross-entropy loss (Eq. 2) is 
employed as the loss function. 

LCE = −
∑n

i=1
tilog(pi) (2)  

where n is the number of classes, ti is the truth label and pi is the Softmax 
probability for the i-th class. When the training loss is steady, the 
learning rate is reduced with a fixed decay factor. Stochastic gradient 
descent (SGD) with Nesterov momentum of 0.9, damping factor of 0.9, 
and weight decay of 0.001 is employed as the optimizer. Moreover, all 

Table 1 
The networks of ResNet-10 and ResNeXt-101 (N1, N2, and F correspond to the number of ResNet blocks, ResNeXt blocks and feature channels, separately).  

Layer Name Conv1 Conv2_x Conv3_x Conv4_x Conv5_x – Parameters 

Output size 112×112 56×56 28×28 14×14 7×7 1×1 – 
ResNet-10 Conv(3×7×7), Stride(1,2,2) N1: 1, F: 16 N1: 1, F: 32 N1: 1, F: 64 N1: 1, F: 128 Average pooling, fc layer with softmax 862 K 
ResNeXt-101 N2: 3, N2: 128 N2: 24, F: 256 N2: 36, F: 512 N2: 3, F: 1024 47,497 K  

Table 2 
The parameter settings of the detector and classifier.  

Components Networks Learning 
rate 

Step size of 
learning rate 
decay 

Batch 
size 

Length of 
input 
frames 

Detector ResNet- 
10 

0.01 10 8 8 

Classifier ResNeXt- 
101 

0.01 15 20 32  

X. Wang and Z. Zhu                                                                                                                                                                                                                           



Automation in Construction 130 (2021) 103872

6

images of hand gesture samples are randomly cropped with a spatial size 
of 112 × 112 as the inputs for the data augmentation purpose. Figs. 4 
and 5 show the loss reduction along with the training progress for the 
detector and classifier, respectively, when the horizontal expansion rate 
is 25%. 

The training for the detectors and classifiers is conducted multiple 
times to investigate the effect of the horizontal expansion rates. The 
horizontal expansion rates are set as 15%, 20%, 25%, 30% and 35%, 
separately. Fig. 6 shows the variation of the classification accuracy and 
inference time with the expansion rate. Here, the classification accuracy 
is defined as the percentage of correctly labeled samples by the network. 
Inference time refers to the processing time of using a trained network to 
make one prediction. As indicated in Fig. 6, the classification accuracy 
becomes stable when the expansion rate reaches 25%. In the meantime, 
the inference time keeps increasing with the rise of the expansion rate. 
Considering the balance between the classification accuracy and infer-
ence time, the horizontal expansion rate is determined as 25%. 

Table 3 presented the offline recognition performance of the detector 
and classifier with an expansion rate of 25%. The detector achieves a 
classification accuracy of 91.1% and an inference time of 0.14 s. For the 

classifier, the classification accuracy is 91.9% and the inference time 
obtains 0.26 s. The classifier achieves a higher classification accuracy 
but requires more inference time. 

5.3. Field experiment 

The effectiveness of the framework was tested through field experi-
ments. The focus of the field experiment was placed on testing whether 
the framework could detect and track workers and capture and interpret 
their hand gestures on construction sites. A construction site near 

Fig. 4. The loss reduction along with the training progress for the detector.  

Fig. 5. The loss reduction along with the training progress for the classifier.  

Fig. 6. The variation of the classification accuracy and inference time with the 
expansion rate. 

Table 3 
The offline recognition performance of the detector and classifier.  

Components Networks Classification accuracy (%) Inference time (s) 

Detector ResNet-10 91.1 0.14 
Classifier ResNeXt-101 91.9 0.26  

X. Wang and Z. Zhu                                                                                                                                                                                                                           



Automation in Construction 130 (2021) 103872

7

Milwaukee, WI. was selected for this field experiment. A ZED 2 stereo 
camera [61] was set up on the site to record the hand gestures made by 
construction workers. The maximum resolution of the videos could 
reach up to 2208 × 1242 pixels at 15 frames per second (fps). Six video 
clips were collected, which included 30 gesture samples in total. The 
examples of the test scenarios could be found in Fig. 7. 

Figs. 8 and 9 showed two examples of testing the proposed frame-
work to detect and track the workers (i.e. Subject 1 and 2) and then 
identify their hand gestures, e.g. “swing right” and “emergency stop”. 

The corresponding test video clips could be found in the supplements. In 
each test, the detection and tracking results were represented within a 
series of bounding boxes along the video sequence. As shown in Fig. 10, 
when there are multiple workers in the scan, only the bounding box of 
the worker who makes hand gestures is returned based on his tracking 
ID. When the worker performed a hand gesture, the proposed framework 
triggered the gesture identification module and reported the corre-
sponding gesture type. 

Compared with the worker detection and tracking, the recognition of 

Fig. 7. Examples of test scenarios.  

Fig. 8. Examples of the field test results for subject 1.  

Fig. 9. Examples of the field test results for subject 2.  

X. Wang and Z. Zhu                                                                                                                                                                                                                           



Automation in Construction 130 (2021) 103872

8

the worker’s hand gestures in construction has not been widely tested 
and evaluated before [47]. For this reason, the gesture identification 
component in the proposed framework was specifically evaluated here. 
Two quantitative indicators, i.e. precision and recall, were adopted and 
their definitions were given in Eqs. (3) and (4) [62]. 

Precisioni =
TPi

TPi + FPi
(3)  

Recalli =
TPi

TPi + FNi
(4)  

where i is the gesture class, TPi is the number of gesture samples in 
gesture class i which are correctly predicted as i, FPi is the number of 
non-gesture and gesture samples which are falsely predicted as i, and FNi 

is the number of gesture samples in gesture class i which are falsely 
predicted as non-gesture or other gesture classes. 

Table 4 compiled the recognition performance of the hand gesture 
under each type using the videos collected from the site. It was found 
that the overall precision and recall achieved 87.0% and 66.7%, 
respectively. The identification of “lower”, “tower travel” and “dog 
everything” could reach up to 100% precision and 100% recall. The 
lowest precision and recall happened on the identification of “trolley 
travel right” and “swing left”. 

5.4. Pilot study 

Further, a pilot study was conducted in a laboratory environment to 
test whether the framework proposed in this paper could serve as an 
interface to help workers control and/or interact with construction 
machines. In the study, the video frames were captured by the camera in 
real time. Each captured frame will be input into the framework 
immediately. Fig. 11 illustrated the setup of the laboratory experiment 
and the related data flow. Specifically, a subject was asked to perform 
hand gestures, which were captured by a video camera connecting to a 
computer. The captured hand gestures would be fed into the proposed 
framework and processed there in real time. Based on the recognition 
results, the corresponding instructions would be sent to a remote 
controller, where the control signals would be transmitted to operate the 
truck model remotely. 

Fig. 12 showed an example of using the proposed framework to 
remotely control a toy truck to move and lift its dump box. The subject 
firstly made the hand gesture of “swing right” to request the truck model 
to turn right. The gesture was captured by the framework and the cor-
responding instruction was sent to the truck model through the remote 

Fig. 10. Identification of the signal man of interest.  

Table 4 
The recognition performance of the performed hand gestures.   

Hoist Lower Tower travel Trolley travel right Trolley travel left Dog everything Swing right Swing left Emergency stop Overall 

# of samples 3 2 2 3 3 2 7 4 4 30 
# of frames 271 173 143 250 339 215 753 512 455 3111 
TP 2 2 2 1 2 2 5 1 3 20 
FP 0 0 0 1 0 0 0 1 1 3 
FN 1 0 0 2 1 0 2 3 1 10 
Precision (%) 100.0 100.0 100.0 50.0 100.0 100.0 100.0 50.0 75.0 87.0 
Recall (%) 66.7 100.0 100.0 33.3 66.7 100.0 71.4 25.0 75.0 66.7  

Fig. 11. Pilot study setup and data flow.  
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controller in 1.5 ms. Following the instruction, the truck model drove 
towards the right gradually. After a short pause, the subject then per-
formed the gesture of “dog everything” to request the truck model to lift 
its dump box. The truck model received the corresponding instruction in 
1.4 ms and then lifted its dump box. 

6. Discussion 

Several lessons were learned from the field and laboratory experi-
ments. First, hand gesture types impacted the recognition performance 
in the proposed framework. As illustrated in Table 4, the gesture types 
with relatively low recognition precisions are “trolley travel right” 
(50%), “swing left” (50%), and “Emergency stop” (75%). This is partly 
because the movements of these gestures are easily interfered by other 
gestures or body movements. For example, there was one false predic-
tion of “swing left” as shown in Fig. 13 (left). The construction worker 
was managing his facial mask, which was similar to the beginning 
movement of the gesture “swing left”. Another example could be found 
in Fig. 13 (right). The prediction of “emergency stop” was triggered by 
mistake while the subject was actually performing “swing left” since 
both gestures required the worker to raise and unroll his/her right arm. 

Second, a diversity is expected when different subjects perform a 
same hand gesture. Therefore, the extensive training to capture this 
diversity plays an important role in improving the hand gesture recog-
nition performance. Table 5 compared the recognition performance of 
the hand gestures made by two subjects. The recognition performance of 

the hand gestures made by subject 1 was superior to those made by 
subject 2. It may be because the hand gesture samples conducted by 
subject 2 were never used for the training of the hand gesture detector 
and classifier in the proposed framework. It is challenging for them to 
capture and differentiate the features of the gestures they had never seen 
before. The generalization issue is a universal problem for machine 
learning models. A wide range of classification models did not reach 
their original accuracy scores on unseen data. For example, it is reported 
that the accuracy drops of different models range from 3% to 15% on 
CIFAR-10 and 11% to 14% on ImageNet [63]. In this study, the drops for 
precision and recall are 14.5% and 8.0%, respectively, which are basi-
cally in an acceptable range. 

Besides, the hand gesture was not recognized immediately after it 
was made. Here, the moment for triggering the hand gesture recognition 
was investigated. Fig. 14 indicated the frame indexes when hand ges-
tures were started and finished for Subject 2. Compared with the ground 
truth, the recognition of a hand gesture was typically triggered only 

Fig. 12. Examples of the test results in the laboratory environment.  

Fig. 13. Examples of false classifications.  

Table 5 
The performance comparison with different subjects in the field videos.  

Indicators Subject 1 Subject 2 

Precision (%) 89.5 75.0 
Recall (%) 68.0 60.0  

Fig. 14. The frame indices of the identifications.  
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when enough hand gesture motions were captured and interpreted. 
Typically, the recognition was always made 61 frames (approximately 4 
s) later after the start of the hand gesture. The late recognition may be 
due to the preparation, nucleus and retraction parts from the beginning 
to the end of a dynamic gesture [64]. The nucleus is the most discrim-
inative part while the other two parts can be quite similar for different 
gesture types. Thus, the classifier in the proposed framework can only 
make reliable classification decisions until the gesture enters its nucleus 
part. It should be noted that the late response is acceptable for most of 
the gesture types, such as “swing right” and “hoist”, but may decrease 
the interaction efficiency when a gesture needs to be recognized as soon 
as possible like “emergency stop”. 

7. Conclusions and future work 

The ideas of developing robotic machines have been recently pro-
posed to promote automation and address issues, such as low produc-
tivity, poor safety records, labor shortage, etc. in the construction 
industries. One of the critical steps to make these machines work with 
onsite construction workers as teams is to provide a user-friendly 
interface to support their interactions. However, the field of the 
human-machine interface is less analyzed in the construction domain. 
This paper tried to fill the gap and proposed a vision-based framework to 
capture and interpret the hand gestures of construction workers to 
interact with construction robotic machines. The framework starts with 
the visual detection and tracking of a construction worker from a video 
sequence. Based on the detection and tracking results, the worker re-
gions are cropped to form hand gesture recognition queues. Then, a 
hierarchical architecture is constructed to detect and classify the hand 
gestures made by the worker. 

The framework has been tested with the videos collected from real 
construction sites and a laboratory experiment. The field test results 
showed the overall precision and recall achieved 87.0% and 66.7%, 
respectively. Also, the laboratory experiment indicated the framework 
could serve as an interface for the human-machine interaction. These 
results illustrated the potential of using computer vision technologies to 
automate the hand gesture recognition for human-machine interaction 
in construction. In addition, several lessons were learned from the field 
and laboratory experiments. 

Future work will focus on two aspects. First, more construction 
scenarios and types of data sources will be included to make the training 
and testing of hand gesture detectors and classifiers more robust. The 
construction scenarios at different locations and with various weather 
conditions (e.g., rainy and snowy days) should be considered to enrich 
the dataset. Besides, the vision data could be further fused with wearable 
sensor data to help improve the generalization of gesture classifiers. 
Second, it will focus on developing a robotic system for workers to 
interact with real construction machines using the proposed framework. 
For example, the trajectory control techniques [65,66] could be inte-
grated with the proposed framework and then employed in robot ma-
nipulators to simulate the operations of construction machines. 

Supplementary data to this article can be found online at https://doi. 
org/10.1016/j.autcon.2021.103872. 
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