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Animal species image classification is used in forests to classifiy animals in real time. In past, many com-
puter vision techniques were introduced but they couldn’t fulfill the requirements as the accuracy got
depreciated since the technology advanced. But as per the requirement many techniques were intro-
duced where accuracy got drastically improved where we could perform the image classification, image
recognition and segmentation. This project aims to introduces efficient technique for animal species
image classification with the goal of achieving good amount of accuracy. Convolutional neural network
is been engineered for the image classification process. Bottleneck features are trained and synched to
the pretrained architecture to achieve high accuracy. Numerous deep learning architectures are com-
pared with the dataset.
� 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the Emerging Trends in
Materials Science, Technology and Engineering.
1. Introduction

Wildlife monitoring is crucial for tracking animal habitat uti-
lization, population demographics, poaching incidents, and move-
ment patterns. Various technologies has been introduced for
monitoring wild animals [1 2]. Efficient and reliable monitoring
of wild animals in their natural habitats is essential to inform con-
servation andmanagement decisions regarding wildlife species [3].
Image classification is the process of categorizing and labeling
groups of pixels or vectors within an image based on specific rules
[4].CNN is a deep-learning (DL) algorithm which take an image as
input, process the image by performing operations like convolu-
tion, pooling, normalization and obtain the output. CNN’s are used
for image classification and recognition because of its high accu-
racy [3]. This paper concentrates on using deep learning pre
trained architecture as a model and transfer learning is performed
to sync our dataset with the architecture.

The pre trained architectures such as VGG16, Resnet50, Incep-
tionV3, mobilenet are used. Initially, the dataset is divided into
train, test and validation. The model is trained using the train
and validation datasets. After training, we test the dataset using
test dataset. Based on the results during training, the accuracy
graphs and loss graphs are plotted and analysed. Finally, the confu-
sion matrix is plotted from the test dataset results. The accuracy
can determined from the confusion matrix. The process is same
for all architectures. In results section, the performance of each
model is compared.

The outline of this paper is as follows: In section 2, some exist-
ing related work will be discussed. In section 3, methodology will
be discussed in brief. In section 4, results along with the discussion
related to them also comparative analysis. In section 5, conclusion
of the research.

2. Related work

Currently, deep-learning is used in various fields and research
work. The leading common Convolutional neural nets (ConvNets)
for the popularity and image-classification area unit the subse-
quent. AlexNet [3] is a big breakthrough in computer-vision.
Network-in-Network (NIN) proposed in [5] was one in all the ini-
tial and important models, during which 1x1 Conv’s were enforced,
so as to produce additional functionality to the options of the
Conv-layers. Most well liked deep learning architectures are Goo-
gleNet, AlexNet, VGG, ResNet, NiN, and inception-1, 2, three that
are utilized within the classification of images [6].VGG16 has 16
convolutional layers, bunch of max-pooling layers, and 3 final FC
(fully-connected) layers. GoogLeNet model was introduced to be
economical in computation, it offers high accuracy [7]. Residual
learning architecture of ResNet in [8] has obtained good results
by associating output of Conv-layers and their corresponding
original input. Dense Conv-Network (DenseNet) [9] has raised
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Fig. 2. 3D representation of VGG16 Network.

Table 1
Dataset samples division.

Species name Total count Train count Validation count Test count

Butterfly 1000 800 100 100
Cat 1000 800 100 100
Cow 1000 800 100 100
Dog 1000 800 100 100
Panda 1000 800 100 100
Sheep 1000 800 100 100
Squirrel 1000 800 100 100

Table 2
Deep learning architectures training results.

Model Accuracy Loss

VGG16 0.86 0.41
RESNET50 0.53 1.26
INCEPTIONV3 0.95 0.18
MOBILENET 0.93 0.24
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the performance of classification-task by connecting each and
every layer to different layer in a feed-forward manner. In [10] var-
ious deep learning architectures like AlexNet, NiN, VGG, ResNet-18,
34, 152 were to differentiate animals. Among the 6 architectures,
VGG has provided good accuracy of 96.8% [10]. In our paper, deep
learning architectures like VGG16, Resnet50, InceptionV3 and
MobileNet are used classify animal species. Among all the four
architectures InceptionV3 provided highest accuracy of 95% then
later comes mobilenet with 93%, then comes VGG16 with 87%
finally Resnet50 with 53%.This paper concentrates on the VGG16
design and therefore the same procedure is employed for different
architectures.

3. Methodology

Data Augmentation: Later the train, validation, test datasets
are sent to data augmentation process and transforms into gener-
ators. Generally, the original dataset may not be sufficient for
training process to achieve good amount of accuracy hence, we
perform data augmentation process to our dataset. The operations
such as flipping, rotation, translation, rotation, cropping, geometric
transformations and color space transformations are performed
and many images are derived from a single image and hence, data-
set gets extended Fig. 1.

Model Architecture: There are many pre-trained architectures
in deep learning. Among them, VGG16 design is employed during
this paper at first sequential model is formed. Then the VGG16
design is synced to the model. The VGG16 is a (CNN) design that
won Imagenet competition in 2014. It’s one of the best computer
vision model design until date. VGG16 is that rather than having
an outsized variety of hyper-parameter they targeted on having
3x3 kernel with a stride one convolution layers and forever used
same padding and maxpool layer of a pair of 2x2 kernel of stride
two. The convolutional and polling layers are systematically
arranged throughout the entire design. Finally, the pair of fully
connected layers followed by a soft-max function for the output.
VGG16 architecture is demonstrated in Fig. 2.

In Convolutional 2D layer, a kernel is a Small matrix. It is used to
perform the operations such as blurring, sharpening, edge detec-
tion, and more. This is achieved by performing a convolution
between a kernel and the query image. The output consists of fea-
tures extracted from the previous layer. For each convolution layer
the channels are increased. The no of output features in each con-
volution operation is represented as:

nout ¼ nin þ 2p� k
s

� �
þ 1 ð1Þ

nin : number of input features, nout : number of output features, k :
convolution kernel size, p : convolution padding size, s : convolu-
tion stride size

Maximum pooling, or max pooling, computes the maximum
value in each feature map. The results are down scaled pooled fea-
ture maps which represents maximum features of the previous
Fig. 1. The block diagram of the methodology.
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layer. For every max pooling layer the scale of the image is
attenuated.

Final layers of the model are dense layer with leaky-relu activa-
tion function and dense layer with softmax activation function. The
leaky-relu activation function is represented as:

f xð Þ ¼ x if x > 0
0:01x otherwise

�
ð2Þ

ReLU is the most widely used activation function But, in our
model both activation functions (ReLU and Leaky-ReLU) gave the
same output. We can consider either of the activation functions.
In this paper Leaky-ReLU is used to train the model.

The softmax function is represented as:

f j xð Þ ¼ expðxiÞP
jexpðxjÞ

ð3Þ

Since there are 7 output layers we are using soft-max function.
If there are 2 output layers, then the sigmoid function is used.

Bottleneck Features: To perform transfer learning, the FC-layer
is detached from the model and therefore the desired layers are
plugged. These are called bottleneck features. The reduced model
output features that will fill the model.

Model compilation and Training: During compilation,
RMSPROP optimizer is employed. Instead The RMSPROP optimizer
is analogous to the gradient descent algorithm with momentum.
Categorical cross entropy is employed as loss function. Model is



Fig 3.3. (a) Training accuracy and (b) loss of InceptionV3 model.

Fig 3.1. (a) Training accuracy and (b) loss of VGG16 model.

Fig 3.2. (a) Training accuracy and (b) loss of resnet50 model.

Fig. 3.4. (a) Training accuracy and (b) loss of Mobilenet model.
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Fig 4. VGG16 Confusion Matrix.
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trained for twenty epochs with train generator and validation gen-
erator. The weight and bias are Adam and RMSPROP converge
quicker than GD or SGD, they have higher native minima. This
Fig 5. (a – o) Prediction
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paper concentrates on RMSPROP as there’s no huge distinction
within the output whether or not the optimizer is Adam or
RMSPROP.

vdw ¼ b � dwþ 1� bð Þ � dw2 ð4Þ

vdb ¼ b � dwþ 1� bð Þ � db2 ð5Þ

W ¼ W � a � dwffiffiffiffiffiffiffiffiffiffi
vdw

p
þ e

ð6Þ

b ¼ b� a � dbffiffiffiffiffiffiffiffiffi
vdb

p
þ e

ð7Þ

Adam and RMSPROP converge faster than GD or SGD, they have
better local minima. This paper concentrates on RMSPROP as there
is no big difference in the output whether the optimizer is Adam or
RMSPROP.

Model Evaluation: The training was performed for seventeen
epochs after, it terminated due to the presence of early stopping
callback. The training accuracy kept on rising but the validation
of Sample images.



Fig. 6. Summary of model without Pre trained Architectures.
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accuracy has dropped with fluctuations due to overfitting. To pre-
vent overfitting only 17 epochs were performed out of 20. In case
of Adam optimizer, 20 epochs were performed instead of 17 but
there is no considerable change in the result.
4. Results and discussions

4.1. Dataset description

The Dataset consists of the images of the animals obtained from
the internet. The dataset comprises of the images of various ani-
mals like butterfly, cat, cow, dog, panda, sheep and squirrel. The
dataset has total 7000 images which is divided into train, valida-
tion and test datasets. 1000 images per animal and hence 1000x7
images. Then in 1000x7 images 800x7 are categorized as trained
images, 100x7 are validation images and 100x7 are test images is
demonstrated in Table 1

After training the model with the dataset with various models
the InceptionV3 achieved highest accuracy (from Table 2).
Fig 7. (a) Represents accuracy
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4.2. Accuracy graph and loss graphs

The training accuracy kept on rising and validation accuracy
turned constant at a point where train and validation graphs inter-
sect Fig. 3.1(a).

The training loss kept on decreasing and validation loss turned
constant at a point where training and validation graphs intersect
Fig. 3.1(b).
4.3. Other graphs

The resnet50 architecture accuracy and loss graphs are
observed in Fig. 3.2(a) and (b)

The inceptionV3 architecture accuracy and loss graphs are
observed in Fig. 3.3(a) and (b).

The Mobilenet architecture accuracy and loss graphs are
observed in Fig. 3.4(a) and (b).
4.4. Confusion matrix

Confusion matrix shows the validation of the model with test
images. It also helps to determine the accuracy by visualizing the
true positives, negatives also false positives and negatives. Hence,
the performance can also be determined. Fig. 4 is the confusion
matrix obtained from the VGG-16 architecture.

The results of sample images are shown in Fig. 6. All the sample
images were classified with more than 85% Accuracy. Fig. 5 are
sample results obtained from the model.

Out of all samples (i) and (j) predicted incorrectly. (i) is a dog
but the model predicted it as a squirrel and (j) is a panda but the
model predicted it as a squirrel.
4.5. Comparative analysis

We have also implemented the project without performing
transfer learning by convolution layers and pooling layers. The
summary of the model is represented in Fig. 6.

After training this model with the same dataset the accuracy
has been decreased compared to the model trained by performing
transfer learning. The accuracy and loss graphs are represented in
Fig. 7(a) and (b).

This model has obtained the accuracy of 30% which is very less
compared to the Inceptionv3 which obtained highest accuracy of
95% among all pre trained networks.
and (b) represents loss.
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5. Conclusion

Using deep learning techniques the animal species are classified
and labelled accurately. The accuracy improved by performing
transfer learning and training bottleneck features. The four archi-
tectures are trained with the dataset and Out of all architectures,
InceptionV3 gave high accuracy of 95% but learning curves didn’t
went well. Then comes mobile net with 93%, then VGG16 with
86% with good learning curves and then resnet50 with least accu-
racy of 53%. From comparative analysis the accuracy obtained from
the pre trained network is more than the model trained without
pre trained network.
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