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Integrated computer vision algorithms and drone scheduling
1. Introduction

Computer vision algorithms have attained significant accuracy in the
past decade, among which arguably the most important one is deep
neural networks. Unmanned aerial vehicles, commonly called drones,
equipped with cameras, offer a convenient, efficient, and cost-effective
way of collecting a large set of images. Combining drones and com-
puter vision algorithms can automate the monitoring and surveying of
infrastructure systems, for example, car detection (Maria et al., 2016),
pedestrian and bicycle volume data collection (Kim, 2020), and road
degradation survey (Leonardi et al., 2018). However, the existing
research has been largely driven by two independent streams of exper-
tise: computer vision and drone scheduling. Computer scientists strive to
design more accurate computer vision algorithms without much
consideration of how the images are collected, whereas operations re-
searchers endeavor to design drone routing algorithms to collect a given
set of images in the most efficient manner. We suggest that the planning
of images to collect (number and locations of images, amongst others)
and the design of—more often than not, the choice of—computer vision
algorithms should be determined holistically instead of independently.
Section 2 presents an example to show the number of images to collect
depends on the accuracy of the computer vision algorithms. Section 3
lays out the roadmap for future research direction.

2. Illustrative example

In the example, we consider the construction of a wall of 300,000
(1250*240) black and white mosaics. According to the design, 102,229
mosaics are black and form the word “COMMTR,” the acronym of
Communications in Transportation Research, as shown in Fig. 1(a). How-
ever, in practice, construction workers may misplace somemosaics (use a
black one when a white one should be used, or vice versa) due to care-
lessness; for instance, Fig. 1(b) shows a wall with 100 mosaics misplaced.
Drones can be used to take photos of different parts of the wall and image
classification algorithms (a basic type of computer vision algorithm that
predicts the category of an image from a given set of categories) can be
used to predict whether an image contains misplaced mosaics, and if yes,
corrective actions are taken.

All our experiments are based on simulated data. Each mosaic has
10*10 pixels, and hence the wall has a total of 12,500*2400 pixels. The
training data is obtained as follows. (i) 100 walls are generated, each
containing 100 randomly misplaced mosaics (i.e., 0.03 % of the mosaics
1 For n ¼ 1000, we use 10 walls in the test set for computational convenience.
2 If no two photos are overlapping, 200 photos will cover 27 % of the area of the
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are misplaced). (ii) 100 images of 200*200 pixels are randomly gener-
ated from the image of each wall. If an image contains at least one pixel
from amisplacedmosaic, the image is labeled “misplaced” (see Fig. 1(c)).
Otherwise the image is labeled “conforming” (see Fig. 1(d)). Since most
images are conforming but we are more concerned with misplaced im-
ages, we randomly delete 85 % of the conforming images to obtain a
balanced training dataset. Eventually, we have 1344 conforming images
and 1320 misplaced images. We train a deep neural network model using
transfer learning from a pre-trained model MobileNetV2 (Sandler et al.,
2018). The test set is obtained as follows. (i) 100 walls are generated,
each containing 100 randomly misplaced mosaics. (ii) n photos of
200*200 pixels are randomly taken from the image of each wall, n ¼ 10;
20; 50; 100; 200; 1000. Suppose that if a photo in the test set is pre-
dicted to be in the class “misplaced,” it will be manually checked and a
misplaced mosaic will be identified if it has at least one pixel in the photo
(more than one misplaced mosaic can be identified by checking one
photo). The classification accuracy, i.e., the total number of images
correctly predicted divided by the total number of images in the test set,
is 94 %. The results averaged over the 100 walls1 in the test set are re-
ported below.
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The first column n is the number of photos taken, which affects the
cost of using drones to collect the images and the cost of calling the deep
neural network model to classify the images. The first cost is the sum of
long-haul cost (travel cost between the drone's depot and the wall) and
detour cost approximately proportional to

ffiffiffi

n
p

(Daganzo, 2005) and the
second cost is generally negligible. The second column is proportional to
n and reflects the labor cost of manually checking the photos. The third
column is the number of images that we are interested in, but it should
not be treated as the benefit of the drone-based image classification
system, because many images have overlaps. In fact, the last column is
the benefit of the system. Note that when n is small, e.g., when,n � 2002
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Fig. 1. The designed wall, an actual wall, and photos taken by drone.
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the number of misplaced mosaics identified is approximately propor-
tional to n. When n is large, e.g., when n ¼ 1000, many images overlap
and hence the increase in the number of misplaced mosaics identified
slows down with the increase in n. To formalize the above findings, the
profit of using the drone-based image classification system is approxi-
mately f ðn; γÞ� ða0 þ a1

ffiffiffi

n
p Þ� bðγÞn, where γ is the accuracy of the

image classification algorithm, f ðn; γÞ is a function reflecting the benefit
of identifying misplaced mosaics and is increasing concave in n and
increasing in γ, a0 is the long-haul cost, a1 is a coefficient related to
detour cost, and bðγÞ is a function reflecting labor cost of manual image
checking and is decreasing in.γρbðγÞ ¼ γρþ ð1�γÞð1�ρÞγρ ≪ 0:53 This
equation clearly shows that the optimal number of images to collect that
maximizes the profit is dependent on the accuracy of the image classi-
fication model γ.

3. Conclusions and future research directions

In summary, the planning of images to collect and the choice of
computer vision algorithms should be determined jointly. The illustrative
example already demonstrates that the number of images to collect de-
pends on the accuracy of the computer vision algorithm. The distance of
the drone to the object whose photo is to be taken, the direction of the
drone to the surface of the object, and time of photo taking (which is
related to the light on the object surface) all affect the accuracy and the
choice of the computer vision algorithm, which then affects the optimal
number of images to collect. Even if the photos are taken from a fixed-
position camera, the direction and focal distance of the camera may
still be adjustable. Integrated planning of images to collect, drone rout-
ing, and the choice of computer vision algorithms is a worthwhile future
research topic. For instance, to monitor road traffic, the collected road
traffic information in the past by drones and other sources (e.g., bus and
taxi GPS data) can be used to predict the future traffic, and drones can be
routed to collect images on roads whose traffic is highly uncertain or
unstable; moreover, the visibility (weather and time of day) and the
altitude at which the drone flies affect the number of roads whose traffic
can be monitored simultaneously and the resolution of each road, which
then affect the performance of the computer vision algorithms. There-
fore, the height of the drone should be optimized jointly with routing
decisions. Hopefully, more transportation researchers will embark on this
fruitful area.
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