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A B S T R A C T

Computer vision systems perform based on their design and parameter setting. In computer vision systems
that use grayscale conversion, the conversion of RGB images to a grayscale format influences performance of
the systems in terms of both results quality and computational costs. Appropriate setting of the weights for
the weighted means grayscale conversion, co-estimated with other parameters used in the computer vision
system, helps to approach the desired performance of a system or its subsystem at the cost of a negligible or
no increase in its time-complexity. However, parameter space of the system and subsystem as extended by the
grayscale conversion weights can contain substandard settings. These settings show strong sensitivity of the
system and subsystem to small changes in the distribution of data in a color space of the processed images.
We developed a methodology for Tuning of the Grayscale computer Vision systems (TGV) that exploits the
advantages while compensating for the disadvantages of the weighted means grayscale conversion. We show
that the TGV tuning improves computer vision system performance by up to 16% in the tested case studies.
The methodology provides a universally applicable solution that merges the utility of a fine-tuned computer
vision system with the robustness of its performance against variable input data.
1. Introduction

Inputs to computer vision systems can be grayscale images [1],
video sequences [2], or views from multiple cameras [3], among others.
In practice, color images are the most common, and the color informa-
tion is usually represented by the RGB (red, green, blue) color model.
Color provides powerful and significant discriminative information,
but many computer vision tasks are preferentially solved on images
that have been converted to grayscale [4]. The main reasons for the
conversion are to decrease the time-complexity of computer vision
systems and to reduce the amount of training data required to achieve
good performance [5].

A color image 𝐼 , represented using the RGB color model, consists of
red, green, and blue components 𝐼𝑅, 𝐼𝐺, and 𝐼𝐵 , respectively. The con-
version of an RGB image 𝐼 = (𝐼𝑅, 𝐼𝐺 , 𝐼𝐵) of 𝐾×𝐿 pixels into a grayscale
image 𝑌 is a mapping of the image 𝐼 from an R𝐾×𝐿×3 representation
to an R𝐾×𝐿 representation. The conversion can be accomplished in
many ways [6]. Most grayscale conversion methods [5,7–12] have been
optimized to produce perceptually accurate results for human use [6].
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Optimizing grayscale conversion with respect to the human visual
system poses a disadvantage for computer vision tasks [5,13]. The uti-
lization of grayscale conversion methods reflecting human perception
is not always well justified or warranted for computer vision tasks,
because the conversion needs to contribute to maximizing features
essential for the task to be solved [5]. In other words, human perception
optimization might hinder achieving human goals using the computer
vision.

Grayscale conversion methods based on weighted linear combina-
tions of the red, green, and blue image channels are appropriate for
object [4] and texture recognition [5] and for edge detection [14].
The weighted means-based conversion methods have very good ratios
between time-complexity and performance [5]. The weighted means-
based conversion methods can be described by a general formula

𝑌 = 𝑤𝑅𝐼𝑅 +𝑤𝐺𝐼𝐺 +𝑤𝐵𝐼𝐵 , (1)
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where 𝑌 is a grayscale image and 𝑤𝑅, 𝑤𝐺, and 𝑤𝐵 are the weighting
coefficients of the red, green, and blue components, respectively. It
holds that 𝑤𝑅, 𝑤𝐺 , 𝑤𝐵 ∈ [0, 1] and 𝑤𝑅 +𝑤𝐺 +𝑤𝐵 = 1.

The performance of a computer vision system or of its part (a
subsystem) is influenced by the settings of all operations incorporated
into the pipeline of the system or subsystem, respectively. To reach
a desired performance of the system or subsystem, an appropriate
setting of all relevant operations must be found, including the setting of
the weighting coefficients 𝑤𝑅, 𝑤𝐺, and 𝑤𝐵 in systems and subsystems
with implemented weighted means grayscale conversion (1) [4,15]. Let
us call such systems and subsystems ‘‘the grayscale computer vision
systems and subsystems.’’

Grayscale computer vision systems and subsystems have typically
more than three parameters, and hand-tuning of their setting becomes
random or impossible. Utilization of an optimization method that al-
lows a fully automatic search for the optimal setting is recommended.
Unfortunately, parameter spaces of grayscale computer vision systems
and subsystems can contain substandard settings [15]. The substan-
dard settings show strong sensitivity of the systems and subsystems to
changes in the distribution of data in a color space of processed images
such that small changes can cause significant changes in the system
and subsystem performances [15,16]. Substandard settings that lead to
chaotic responsiveness of the systems and subsystems are undesirable
for practical applications.

The magnitude of the performance changes depends on pipelines of
the systems or subsystems and on the available data. Recognizing what
constitutes a detrimental performance change requires involvement
of a domain (computer vision) expert to identify and eliminate the
substandard settings. The role of the experts is to assess the overall
performance of the system or subsystem in order to ensure selection of a
reliable setting (i.e., selection of the optimal setting is influenced by the
expert judgment [17]). Experts can assess performance of the systems
or subsystems using numerical data or they use a graphical tool, such as
a weighting coefficients impact assessment (WECIA) graph, to facilitate
their involvement in the tuning process [16].

To help find stable and reliable settings of computer vision systems
and subsystems that use grayscale conversion, we developed a method-
ology for Tuning of the Grayscale computer Vision (TGV) systems. The
TGV methodology is an expert-guided optimization whereby domain
experts ensure that the substandard settings are avoided. To ensure flex-
ibility, TGV assesses performance of grayscale computer vision systems
and subsystems using user-defined objective functions. The experts
supervise the optimization process using WECIA graphs. WECIA graphs
were designed to display classification performance of image classifica-
tion systems. We generalized the use of WECIA graphs to any computer
vision task while taking into account performance, and any other prop-
erty of a grayscale computer vision system or subsystem. To improve
clarity of the graphs [18], we used a perceptually uniform color map
instead of the originally proposed jet color map. We implemented the
methodology in MATLAB, and here we demonstrate utilization and
properties of TGV on an object categorization (grape detection [15])
and an image segmentation task (vessel segmentation [19]).

The key contributions of the article are:

• We propose a methodology for tuning of grayscale computer
vision systems. Parameter settings determined by the methodol-
ogy result in computer vision systems with desired performance,
energy consumption, or time-complexity.

• We confirm the need to involve a computer vision expert in the
parameter tuning process.

• We demonstrate the discrepancy between human and computer
vision requirements on grayscale conversion.

• We propose consistent co-estimation of all computer vision sys-
tem parameters, including the grayscale conversion weights, and
expert evaluation of the stability of the optimized setting.
2

2. Background

2.1. Tuning of computer vision systems and subsystems

In computer vision, parameter tuning is the process of finding a
parameter setting 𝜽 that provides a desired performance (high true
positive rate, low false positive rate, etc.) and properties (low energy
consumption, low time-complexity, etc.) of a computer vision system or
subsystem 𝑆. An adequate setting must be found for all 𝑚 parameters
𝑝 of 𝑆 according to an objective function 𝑓 . Thus, the parameter
tuning is an optimization problem, where we search for optimal input
arguments of the function 𝑓 . Specifically, we search for the optimal
parameter setting 𝜽∗ that provides the highest (max problem) or the
lowest (min problem) objective function value. The search is carried
out on a parameter space 𝛩 of 𝑆, where 𝛩 is a set of the settings 𝜽.
It is given as 𝛩 = 𝑋𝑝1 × ⋯ × 𝑋𝑝𝑚 , where 𝑋𝑝𝑖 is a domain of the 𝑖th
parameter 𝑝𝑖, 𝑖 ∈ , and  = {1,… , 𝑚}. It means that 𝜽 = (𝑝1,… , 𝑝𝑚) and
∗ = (𝑝∗1 ,… , 𝑝∗𝑚), where 𝑝∗𝑖 is the optimal setting of the 𝑖th parameter 𝑝𝑖
or ∀𝑖 ∈ .

The objective function 𝑓 comprises of quantitative assessments of
he performance and properties of 𝑆. If 𝑆 employs a learning algorithm,

must be trained on a set of annotated samples 𝑇 before its evaluation.
The training–evaluation sequence must be carried out for each 𝜽 ∈ 𝛩
separately [15]. The evaluation is accomplished on an evaluation set
𝐸, where 𝐸 consists of annotated samples and 𝑇 ∩ 𝐸 = ∅. Thus, the
bjective function can be formally written as

= 𝑓 (𝜽, 𝑆, 𝐸, 𝑇 ), (2)

here 𝑣 is an objective function value and 𝑣 ∈ R. Evaluation of the
system or subsystem 𝑆 for ∀𝜽 ∈ 𝛩 results in a set 𝑉 of evaluation results
𝑣, where 𝑉 = {𝑣|𝑣 = 𝑓 (𝜽, 𝑆, 𝐸, 𝑇 ) ∧ 𝑣 ∈ R ∧ 𝜽 ∈ 𝛩}.

The search for the optimal parameter setting 𝜽∗ can be automated
using an optimization algorithm. Algorithms such as grid-search [20],
random search [21], Bayesian optimization [22], a robust parameter
estimator [23], and genetic algorithms [4] can be used for this purpose.
Usually, the algorithms carry out the search on a user-defined subset 𝛩̂
of the parameter space 𝛩. The subset is given as 𝛩̂ = 𝑋̂𝑝1 × ⋯ × 𝑋̂𝑝𝑚 ,
where 𝑋̂𝑝𝑖 ⊂ 𝑋𝑝𝑖 ,∀𝑖 ∈ . The parameter setting 𝜽∗ is optimal with
respect to the subset 𝛩̂ of the parameter space 𝛩.

2.2. Grayscale computer vision system and subsystem

Computer vision systems and subsystems that utilize (1) are termed
grayscale computer vision systems and subsystems. Let us denote these
systems and subsystems as 𝑆𝐺 and a setting of the grayscale conversion
(1) as a triplet 𝐰 = (𝑤𝑅, 𝑤𝐺 , 𝑤𝐵). Let us further consider that a setting
of 𝑆𝐺 is characterized by the 𝑚-tuple 𝜽 = (𝐰, 𝑝2,… , 𝑝𝑚), where 𝑚 ≥ 2.
The parameter space of 𝑆𝐺 is given as 𝛩𝐺 = 𝑋𝐰 ×𝑋𝑝2 ×⋯×𝑋𝑝𝑚 , where

𝐰 is a domain of the grayscale conversion setting 𝐰.

.3. WECIA graph

The WECIA graph  (Fig. 1) was designed to display a dependence
f 𝑆𝐺 performance on setting of the weighting coefficients 𝐰 for one
etting of the remaining 𝑚−1 parameters 𝑝. It consists of an equilateral
riangle within which a given plotted point represents proportions of
he color components used to create a grayscale image 𝑌 from a color
mage 𝐼 = (𝐼𝑅, 𝐼𝐺 , 𝐼𝐵) according to (1). The proportions of the red,
reen, and blue components are given by the weights 𝑤𝑅, 𝑤𝐺, and 𝑤𝐵 ,
espectively. The axis related to the red component 𝐼𝑅 is the left side
f the triangle. The proportion of the red, given by 𝑤𝑅, is plotted on
he axis where 𝑤𝑅 increases downward. The same principle is used
or the remaining two axes. The bottom and right sides are related
o the green and the blue components 𝐼𝐺 and 𝐼𝐵 , respectively. The
roportions of the green and the blue components 𝑤𝐺 and 𝑤𝐵 increase

in the rightward and upward directions, respectively. Performance of
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Fig. 1. The WECIA graph shows a dependence of performance and properties of
a grayscale computer vision system or subsystem 𝑆𝐺 on setting of the weighting
coefficients 𝐰 = (𝑤𝑅 , 𝑤𝐺 , 𝑤𝐵 ). The performance and properties are evaluated using an
objective function 𝑣 = 𝑓 (𝜽, 𝑆𝐺 , 𝐸, 𝑇 ), where 𝜽 = (𝐰, 𝑝2 ,… , 𝑝𝑚) and 𝑚 ≥ 2. One graph
displays the dependence for one setting of the 𝑚 − 1 parameters 𝑝. The sides of the
triangle are axes of the graph and they are related to the weighting coefficients 𝑤𝑅 , 𝑤𝐺 ,
and 𝑤𝐵 . The objective function values 𝑣 are displayed using color in the area inside the
triangle. Reading of 𝑣 can be accomplished using auxiliary lines (broken line). Positions
of the lines are given by an inspected setting of the weighting coefficients (in this case,
𝑤𝑅 = 0.1, 𝑤𝐺 = 0.2, and 𝑤𝐵 = 0.7). The intersection of the lines positively determines
𝑣 where its value can be estimated using the color bar (in this case, 𝑣 ≈ 1.4).

𝑆𝐺, evaluated using 𝑣 = 𝑓 (𝜽, 𝑆𝐺 , 𝐸, 𝑇 ), is represented using color in the
area inside the triangle.

Detection of substandard settings requires evaluating 𝑆𝐺 perfor-
mance for various settings of the weighting coefficients 𝐰 while keeping
all other parameters of 𝑆𝐺 unchanged. To get an expressive image
of an influence of 𝐰 on the performance, the evaluation results 𝑣
should uniformly cover the surface bounded by the triangle, which
means that the evaluation should be carried out for evenly sampled
settings of the weighting coefficients 𝑤𝑅, 𝑤𝐺, and 𝑤𝐵 . We define set-
tings aimed at construction of  using two conditions: (i) 𝑤𝑅, 𝑤𝐺 , 𝑤𝐵 ∈
{0, 𝛥𝑤, 2𝛥𝑤,… , 1}, and (ii) 𝑤𝑅+𝑤𝐺+𝑤𝐵 = 1. The step 𝛥𝑤 is determined
by a desired number of points on one axis of the diagram 𝑘, where
𝛥𝑤 = (𝑘 − 1)−1, 𝑘 ≥ 3 and 𝑘 ∈ N. Settings 𝐰 = (𝑤𝑅, 𝑤𝐺 , 𝑤𝐵)
satisfying these conditions form a subset 𝑋̂𝐰 of the domain 𝑋𝐰. To
avoid visually artificial features or obscuring the real details, we use the
inferno color map (Fig. 1), which aims to provide accurate perceptual
uniformity [18].

3. TGV methodology

If carried out purely by means of an optimization algorithm, pa-
rameter tuning of a grayscale computer vision system or subsystem 𝑆𝐺
can result in a substandard setting [15]. The TGV methodology enables
one to identify and avoid such settings. Consider a situation wherein
a solution provided by an optimization algorithm is a proposal of the
optimal setting and one or more domain experts are then required to
validate the fitness of the setting. The experts assess the proposal by
means of the WECIA graph. If the experts consider the setting to be
substandard, the selection–validation sequence must be repeated. The
search for a new proposal is carried out on a reduced parameter space.
This loop must be repeated until the experts approve a proposed setting
or until all settings 𝜽 ∈ 𝛩𝐺 are labeled as substandard. The first setting
approved by the experts is the best setting, which ensures the desired
3

performance of 𝑆𝐺 given the objective function. Let us consider this
setting to be the optimal setting 𝜽∗.

The TGV methodology can be implemented using various optimiza-
tion algorithms. To demonstrate the principle of the methodology,
we present implementation of the TGV methodology into a one-stage
grid-search algorithm. The algorithm carries out the search for the
proposals of optimal settings on a user-defined parameter space 𝛩̂𝐺.
The parameter space 𝛩̂𝐺 is given by the number of points 𝑘 on one
axis of  and by user-defined domains 𝑋̂𝑝2 ,… , 𝑋̂𝑝𝑚 of the parameters
𝑝2,… , 𝑝𝑚, respectively. The domains 𝑋̂𝑝2 ,… , 𝑋̂𝑝𝑚 are finite sets of
parameter settings considered during the tuning process.

The one-stage grid-search algorithm performs two successive steps
when searching for the optimal setting [20]. First, it evaluates the
objective function 𝑣 = 𝑓 (𝜽, 𝑆𝐺 , 𝐸, 𝑇 ) for ∀𝜽 ∈ 𝛩̂𝐺. This step results in
a set of objective function values 𝑉 . In the second step, the algorithm
determines the optimal setting 𝜽∗ using ∀𝑣 ∈ 𝑉 .

In the presented implementation of TGV, the grid-search algorithm
provides proposals of optimal settings that the expert will evaluate. If
we search for a setting providing the highest objective function value
𝑣, then the 𝑗th proposal of the optimal setting is given as

𝜽𝑗 = arg max
𝑣∈𝑉 𝑗

𝑣. (3)

If the smallest 𝑣 is required, the 𝑗th proposal is given as

𝜽𝑗 = arg min
𝑣∈𝑉 𝑗

𝑣. (4)

The search for 𝜽𝑗 is carried out on the 𝑗th set of objective function
values 𝑉 𝑗 , where 𝑉 𝑗 ⊊ 𝑉 𝑗−1 ⊊ ⋯ ⊊ 𝑉 1. The set 𝑉 1 is formed by the
grid-search algorithm at the initialization of TGV. It is given as

𝑉 1 =
{

𝑣|𝑣 = 𝑓 (𝜽, 𝑆𝐺 , 𝐸, 𝑇 ) ∧ 𝜽 ∈ 𝛩̂1
𝐺
}

, (5)

where 𝛩̂1
𝐺 = 𝑋̂𝐰 × 𝑋̂𝑝2 × ⋯ × 𝑋̂𝑝𝑚 . As 𝑣 ∈ 𝑉 𝑗 are tied with settings

𝜽 ∈ 𝛩̂𝑗
𝐺 by 𝑓 , the 𝑗th search is carried out on the 𝑗th parameter space

𝛩̂𝑗
𝐺, where 𝛩̂𝑗

𝐺 ⊊ 𝛩̂𝑗−1
𝐺 ⊊ ⋯ ⊊ 𝛩̂1

𝐺. Note that 𝑗 ∈ {1,… , |𝛩̂1
𝐺 ∥ 𝑋̂𝐰|

−1}.
TGV creates a WECIA graph 𝑗 for the 𝑗th proposal 𝜽𝑗 =

(

𝐰𝑗 , 𝑝𝑗2,… , 𝑝𝑗𝑚
)

. 𝑗 displays objective function values 𝑣 ∈ 𝑉 𝑗 for ∀𝜽 ∈
𝛩̂𝑗 , where 𝑝2 = 𝑝𝑗2,… , 𝑝𝑚 = 𝑝𝑗𝑚. The experts assess the overall evaluation
results that are displayed. If the results indicate a substandard setting,
all displayed objective function values 𝑣 and corresponding settings 𝜽
must be removed from 𝑉 𝑗 and 𝛩̂𝑗 , respectively. This operation results in
a new set of objective function values 𝑉 𝑗+1 and a new parameter space
𝛩̂𝑗+1. The sets 𝑉 𝑗+1 and 𝛩̂𝑗+1 are used in the (𝑗 +1)th iteration of TGV.
Once the expert approves a proposed setting, the setting is considered
to be the optimal setting 𝜽∗ and the search terminates.

We implement the presented union of the grid-search with the TGV
methodology as a function TGV in MATLAB script language (Supple-
mentary Material 1). The function requires a designated evaluation set
𝐸 as one of its inputs. A training set 𝑇 must be provided only if the
system or subsystem 𝑆𝐺 employs a learning algorithm. A pseudocode
of the function for the max problem (3) is given in algorithm 1. For the
min problem, the line 10 must be changed according to (4).

4. Experiments

4.1. Detection of grapes

Single grape detectors aim to recognize grapes in real-life images.
A grape detector based on a histogram of oriented gradients (HOG)
descriptor and on a support vector machine (SVM) classifier is ef-
ficient in detecting white grape varieties in RGB images [15]. The
detector classifies input object images of dimensions 40 × 40 pixels
into two nonoverlapping classes: ‘‘berry’’ (‘‘positive’’) and ‘‘not berry’’
(‘‘negative’’).

The vision pipeline of the grape detector consists of three successive
stages, where each stage comprises one operation (Fig. 2). At the first
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Algorithm 1 Union of the one-stage grid-search algorithm with the TGV methodology (max problem).

1: function TGV(𝑓, 𝑆𝐺 , 𝐸, 𝑇 , 𝑘, 𝑋̂𝑝2 ,… , 𝑋̂𝑝𝑚 )
Require: An objective function 𝑓 ; a grayscale computer vision system/subsystem 𝑆𝐺; an evaluation set 𝐸; a (optional) training set 𝑇 ; the number

of points 𝑘 on one axis of a WECIA graph ; subsets of domains 𝑋̂𝑝2 ,⋯ , 𝑋̂𝑝𝑚 of the parameters 𝑝2,⋯ , 𝑝𝑚, respectively.
Ensure: Optimal setting of the parameters 𝜽∗ =

(

𝐰∗, 𝑝∗2 ,… , 𝑝∗𝑚
)

. 𝜽∗ = −1 when no setting has been approved.

One-stage grid-search:
2: 𝛥𝑤 ← (𝑘 − 1)−1

3: 𝑋̂𝐰 ←
{

(𝑤𝑅, 𝑤𝐺 , 𝑤𝐵)||𝑤𝑅, 𝑤𝐺 , 𝑤𝐵 ∈ {0, 𝛥𝑤, 2𝛥𝑤,… , 1} ∧𝑤𝑅 +𝑤𝐺 +𝑤𝐵 = 1
}

4: 𝛩̂1
𝐺 ← 𝑋̂𝐰 × 𝑋̂𝑝2 ×⋯ × 𝑋̂𝑝𝑚 ⊳ user-defined subset of parameter space 𝛩𝐺

5: 𝑉 1 ←
{

𝑣||
|

𝑣 = 𝑓 (𝜽, 𝑆𝐺 , 𝐸, 𝑇 ) ∧ 𝜽 ∈ 𝛩̂1
𝐺
}

⊳ evaluation results obtained ∀𝜽 ∈ 𝛩̂1
𝐺

TGV:
6: 𝛾 ← 0 ⊳ flag where 𝛾 = 0 for a substandard setting and 𝛾 = 1 for an expert approved one
7: 𝑗 ← 0
8: repeat
9: 𝑗 ← 𝑗 + 1

10: 𝜽𝑗 = arg max
𝑣∈𝑉 𝑗

𝑣 ⊳ note that 𝑣 = 𝑓 (𝜽, 𝑆𝐺 , 𝐸, 𝑇 ) and 𝜽𝑗 =
(

𝐰𝑗 , 𝑝𝑗2,… , 𝑝𝑗𝑚
)

11: 𝑗 ←
{

(𝐰, 𝑣)||
|

𝜽 ∈ 𝛩̂𝑗
𝐺 ∧ 𝑣 ∈ 𝑉 𝑗 ∧ 𝑝2 = 𝑝𝑗2 ∧… ∧ 𝑝𝑚 = 𝑝𝑗𝑚

}

⊳ the WECIA graph  for 𝑝𝑗2,… , 𝑝𝑗𝑚
12: 𝛾 ← EXPvalidate ⊳ 𝛾 = 1 when 𝜽𝑗 approved by the expert, otherwise 𝛾 = 0 (substandard setting)
13: if 𝛾 = 0 then ⊳ removing all entries related to a substandard setting
14: 𝛩̂𝑗+1

𝐺 ←
{

𝜽||
|

𝜽 ∈ 𝛩̂𝑗
𝐺 ∧ 𝑝2 ≠ 𝑝𝑗2 ∧… ∧ 𝑝𝑚 ≠ 𝑝𝑗𝑚

}

⊳ given by 𝑝𝑗2,… , 𝑝𝑗𝑚

15: 𝑉 𝑗+1 ←
{

𝑣||
|

𝑣 ∈ 𝑉 𝑗 ∧ 𝜽 ∈ 𝛩̂𝑗+1
𝐺

}

⊳ note that 𝑣 = 𝑓 (𝜽, 𝑆𝐺 , 𝐸, 𝑇 )

16: if 𝛩̂𝑗+1
𝐺 = ∅ then ⊳ if no other setting is available for the expert evaluation,

17: 𝜽𝑗 ← −1 ⊳ no optimal setting exists
18: 𝛾 = 1 ⊳ thus terminate the search
19: end if
20: end if
21: until 𝛾 = 0
22: 𝜽∗ ← 𝜽𝑗

23: return 𝜽∗

24: end function
Fig. 2. Vision pipeline of the grape detector. The object categorization system consists of three successive stages (image pre-processing, feature extraction, and classification),
where one operation is employed at each stage. The grayscale conversion (1) at the first stage converts an input RGB image 𝐼 = (𝐼𝑅 , 𝐼𝐺 , 𝐼𝐵 ) to a grayscale image 𝑌 . The HOG
escriptor extracts a vector of features 𝐱 from 𝑌 at the second stage. At the third stage, the SVM classifier with the RBF kernel assigns the image 𝐼 a label 𝑦 with respect to 𝐱.
i

𝑣

l

|

tage, an object image 𝐼 = (𝐼𝑅, 𝐼𝐺 , 𝐼𝐵) is converted from the RGB color
odel into a grayscale image 𝑌 according to (1). Second, the HOG
escriptor extracts a vector of features 𝐱 from 𝑌 . In the last stage, the
VM classifier with a radial basis function (RBF) kernel assigns 𝐼 a label
using 𝐱.

The detector has eight parameters 𝑝. The grayscale conversion (1)
ontributes the setting of weights 𝐰. The descriptor has five parameters:
ange 𝑟 (in degrees), number of bins 𝑏, size of cells 𝐜𝑠 (in pixels), number
f cells in blocks 𝐜𝑏 (in cells), and number of overlapping cells between
djacent blocks 𝐜𝑜 (in cells) [24]. The performance of the classifier is
nfluenced by a regularization constant 𝐶 and a kernel width 𝜎 [15].
he setting and the parameter space of the grape detector is given as
= (𝐰, 𝑟, 𝑏, 𝐜𝑠, 𝐜𝑏, 𝐜𝑜, 𝐶, 𝜎) and 𝛩𝐺 = 𝑋𝐰×𝑋𝑟×𝑋𝑏×𝑋𝐜𝑠×𝑋𝐜𝑏×𝑋𝐜𝑜×𝑋𝐶×𝑋𝜎 ,

espectively. The domains of the HOG descriptor parameters are: 𝑋𝑟 =
180, 360}, 𝑋𝑏 ∈ N>0, and 𝑋𝐜𝑠 , 𝑋𝐜𝑏 ∈ N2

>0, respectively. It holds that

𝐜𝑜 =
{

𝐜𝑜|𝐜𝑜 = ⌈0.5𝐜𝑏⌉ ∧ 𝐜𝑏 ∈ 𝑋𝐜𝑏

}

. (6)

he domains of SVM parameters are: 𝑋𝐶 , 𝑋𝜎 ∈ R>0.
We propose two case studies aimed at tuning of the grape detector

iven alternative behavior of the computer vision performance. The
oal of case study 1 is to find a setting providing the highest classi-
ication accuracy acc [25]. For this case study, the objective function
4

s given as

= acc. (7)

In case study 2, we search for a setting providing high classification
accuracy while maintaining low time-complexity of the detector. Con-
sidering these requirements, we propose an objective function where
the time complexity is proportional to the length of the feature vector.
The objective function is given as

𝑣 = acc − |𝐱|′, (8)

where |𝐱|′ is a min–max normalization of the feature vector length. The
ength is given as

𝐱| = 𝑏
|𝝀|
∏

𝑖=1
𝜆𝑖, (9)

where

𝝀 = 𝐜𝑏 ×
⌊

(

|𝐼| × 𝐜−1𝑠 − 𝐜𝑏
)

×
(

𝐜𝑏 − 𝐜𝑜
)−1 + (1, 1)

⌋

. (10)

We use a set GX-3 as the evaluation set 𝐸 that consists of 2000
‘‘positive’’ and 2000 ‘‘negative’’ samples [15]. Because SVMs are su-
pervised learning methods, the detector must be trained before its
evaluation. We use a set T-3 consisting of 288 ‘‘positive’’ and 288
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Fig. 3. Vision pipeline of the vessel segmentation system. The image segmentation system consists of four successive stages (image pre-processing, transformation, segmentation
and cleaning). Within the image pre-processing, a RGB fundus image 𝐼 = (𝐼𝑅 , 𝐼𝐺 , 𝐼𝐵 ) is converted to a grayscale image 𝑌 according to (1). At the second stage, 𝑌 is transformed
into 𝑌𝑊 using IUWT. Global thresholding of 𝑌𝑊 results in a binary image 𝑌𝐵 at the third stage. At the last stage, 𝑌𝐵 is cleaned by removing small objects and filling small holes,
respectively. This process results in a binary image 𝑌𝐶 .
‘‘negative’’ samples as the training set 𝑇 [26]. We consider the follow-
ing subsets of parameter domains: 𝑋̂𝑟 = {180, 360}, 𝑋̂𝑏 = {9,… , 21},
𝑋̂𝐜𝑠 = {(2, 2), (3, 3)}, 𝑋̂𝐜𝑏 = {(2, 2), (3, 3)}, 𝑋̂𝐶 = {1, 10, 100}, and 𝑋̂𝜎 =
{1, 10, 20, 30, 40}. The subset 𝑋̂𝐜𝑜 is given by 𝑋̂𝐜𝑏 and (6). Further, 𝑘 =
21.

4.2. Vessel segmentation

The purpose of a vessel segmentation system is to locate blood
vessels in retinal images. A computer vision system developed for fast
retinal vessel segmentation relies on isotropic undecimated wavelet
transform (IUWT) [19]. Inputs of the system are RGB human fundus
images. Its outputs are binary images with detected retinal vessels. The
spatial dimensions of the input and output images are identical.

The system consists of four successive stages (Fig. 3). First, an input
RGB image 𝐼 = (𝐼𝑅, 𝐼𝐺 , 𝐼𝐵) is converted into the grayscale image 𝑌
according to (1). Second, 𝑌 is transformed using IUWT into 𝑌𝑊 . Third,
the segmentation of 𝑌𝑊 is carried out by means of a global thresholding
and results in a binary image 𝑌𝐵 . Fourth, cleaning of 𝑌𝐵 results in a
binary image 𝑌𝐶 . This stage involves removing small objects and filling
small holes, respectively.

In addition to the setting of the weights 𝐰, the vessel segmentation
system has four other parameters 𝑝. Performance of IUWT is influenced
by a vector 𝐥 = (𝑙1,… , 𝑙𝑛𝑙 ) of 𝑛𝑙 wavelet levels 𝑙. Its domain is given
as 𝑋𝐥 =

{

𝐥|𝑙1 ∈ N>0 ∧ 𝑙𝑖+1 = 𝑙𝑖 + 1
}

, where 𝑙𝑖 is the 𝑖th element of the
vector 𝐥. The segmentation is controlled by a threshold 𝜏 with a domain
𝑋𝜏 = {𝜏|𝜏 ∈ R ∧ 0 ≤ 𝜏 ≤ 1}. The cleaning requires specification of a
minimum size of an object to be kept 𝑜, and a minimum size of a
‘‘hole’’ ℎ (size of a region surrounded by pixels detected as vessels
that should remain as retinal background). Both, 𝑜 and ℎ are in pixels.
Their domains are 𝑋𝑜, 𝑋ℎ ∈ N0. The setting and the parameter space
of the vessel segmentation system is given as 𝜽 = (𝐰, 𝐥, 𝜏, 𝑜, ℎ) and
𝛩𝐺 = 𝑋𝐰 ×𝑋𝐥 ×𝑋𝜏 ×𝑋𝑜 ×𝑋ℎ, respectively.

We use test images from a digital retinal image for a vessel extrac-
tion (DRIVE) database as the evaluation set 𝐸 [27]. 𝐸 consists of 20
manually segmented images. Pixels representing the blood vessels (pos-
itive samples) are in a minority for each of the images. We consider the
following subsets of parameter domains: 𝑋̂𝐥 =
{

𝐥|𝑙1 ∈ {1,… , 4} ∧ max𝑙∈𝐥 𝑙 ∈ {2,… , 5} ∧ 𝑙𝑖+1 = 𝑙𝑖 + 1
}

, 𝑋̂𝜏 =
{0.125, 0.15,… , 0.25}, 𝑋̂𝑜 = {70, 75, 80}, and 𝑋̂ℎ = {10, 15,… , 30}.
Further, 𝑘 = 21.

We propose two case studies that tune the vessel segmentation
system. In case studies 3 and 4, respectively, we search for a setting
that provides the highest segmentation accuracy and the highest true
positive rate tpr [28]. As the class distributions are highly imbalanced
for all the images in the evaluation set 𝐸, class balanced accuracy accB
must be used in case study 3 [29]. We formulate the objective function
for this case study as an average class balanced accuracy

𝑣 = 1
𝑛𝐼

𝑛𝐼
∑

𝑖=1
accB(𝑖), (11)

here 𝑛𝐼 is the number of images in the set 𝐸, and accB(𝑖) is the
alanced accuracy of the 𝑖th image. For case study 4, we define the
bjective function as

= 1
𝑛𝐼

𝑛𝐼
∑

𝑖=1
tpr(𝑖), (12)

here tpr(𝑖) is the true positive rate of the 𝑖th image in 𝐸.
5

Table 1
Course of the search for the setting providing the highest classification accuracy of the
grape detector in case study 1 for the full TGV (second and third rows) and using
standard grayscale conversion methods. The best performance is in bold.

Conversion 𝑗 𝐰𝑗 𝑟𝑗 𝑏𝑗 𝐜𝑗𝑠 𝐜𝑗𝑏 𝐶𝑗 𝜎𝑗 𝑣𝑗

TGV 1 (0.90,0.05,0.05) 1 10 (2,2) (2,2) 1 1 0.8920
2 (1.00,0.00,0.00) 1 9 (3,3) (2,2) 10 20 0.8898

BT.601 1 (0.30,0.59,0.11) 1 12 (3,3) (3,3) 10 20 0.8760
R 1 (1.00,0.00,0.00) 1 9 (3,3) (2,2) 10 20 0.8898
G 1 (0.00,1.00,0.00) 1 12 (3,3) (3,3) 100 20 0.8790
B 1 (0.00,0.00,1.00) 1 9 (3,3) (2,2) 10 20 0.8020

The table consists of indexes 𝑗 of proposed settings (column 1), the proposed
settings 𝜽𝑗 (columns 2–7) and objective function values 𝑣𝑗 (column 8), where 𝜽𝑗 =
(𝐰𝑗 , 𝑟𝑗 , 𝑏𝑗 , 𝐜𝑗𝑠 , 𝐜

𝑗
𝑏 , 𝐜

𝑗
𝑜 , 𝐶𝑗 , 𝜎𝑗 ) and 𝐜𝑗𝑜 is given by (6).

4.3. Performance comparison without optimized grayscale conversion

We compare performance of the TGV methodology with optimiza-
tion of grayscale conversion and evaluation of the stability of the result
to computer vision system optimization performed without including
the weights 𝐰 in the parameter space. We used fixed settings corre-
sponding to the most common conversion methods in computer vision:
ITU-R recommendations BT.601 𝐰 = (0.30, 0.59, 0.11), and utilization of
isolated red 𝐰 = (1.00, 0.00, 0.00), green 𝐰 = (0.00, 1.00, 0.00) and blue
channels 𝐰 = (0.00, 0.00, 1.00) as grayscale images.
5. Results

5.1. Tuning of the grape detector

5.1.1. Case study 1 – Grape detector with setting providing the highest
accuracy

While searching for a setting that provides the highest classification
accuracy of the grape detector, we evaluated two proposed settings
(Table 1, rows two and three). We labeled the first proposed setting 𝜽1

as substandard after evaluating the performance using the first WECIA
graph 1 (Fig. 4(a)). The graph displays settings featuring rapid changes
of 𝑣 in relation to small changes of the weighting coefficient setting 𝐰.
For example, 𝛥𝑣 ≈ −0.45 for 𝑤 = 𝑤1 ± 𝛥𝑤, where 𝑤1 ∈ 𝑤1

𝑅, 𝑤
1
𝐺 , 𝑤

1
𝐵

and 𝐰1 = (𝑤1
𝑅, 𝑤

1
𝐺 , 𝑤

1
𝐵). This indicates a setting that will likely prove

problematic in classification of alternative datasets. As the graph 2

(Fig. 4(b)) does not contain such attributes, we approved the setting
𝜽2 (i.e., 𝜽∗ = 𝜽2). Settings providing the highest accuracy for the
fixed grayscale conversion methods had 0 to 8.8% lower performance
according to the objective function (7) compared to the selected TGV
setting (rows 4–7 in Table 1).

5.1.2. Case study 2 – Grape detector with setting providing high accuracy
and low time-complexity

Tuning of the grape detector according to (8) resulted in one
proposed setting (Table 2, second row). The WECIA graph 1 does not
reveal any anomaly in the displayed evaluation results (Fig. 5), and we
approved the first proposed setting 𝜽1 (i.e., 𝜽∗ = 𝜽1). Settings providing
the highest accuracy and lowest time-complexity for the fixed grayscale
conversion methods underperformed the TGV setting by 0.3 to 9.1%

according to the objective function (8) (rows 3–6 in Table 2).



Displays 74 (2022) 102286P. Škrabánek and N. Martínková
Fig. 4. WECIA graphs for the first (a) and second (b) proposed setting 𝜽1 and 𝜽2, respectively, in case study 1. Objective function value of the first proposed setting (crossed circle
in (a)) is about 0.8920 (Table 1, 𝑗 = 1) but the values in its neighborhood are only 0.5000. This phenomena can be observed for several other settings where 𝑝2 = 𝑝12 ,… , 𝑝𝑚 = 𝑝1𝑚.
Such settings are substandard. Objective function value of the second proposed setting (crossed circle in (b)) is about 0.8898 (Table 1, 𝑗 = 2). Objective function values in its
neighborhood are similar and they gradually change with respect to 𝐰. Considering these facts, we approved the setting 𝜽2 as the optimal setting 𝜽∗. The scale of colormaps is
identical for both graphs.
Fig. 5. WECIA graph for the first proposed setting in case study 2. Objective function
value 𝑣 of the first proposed setting 𝜽1 (Table 2, 𝑗 = 1), given by (8), is about 0.8853
(crossed circle). The displayed dependency of 𝑣 on 𝐰 does not show any attribute
typical for substandard settings (i.e., 𝜽∗ = 𝜽1).

Table 2
Course of the search for a setting providing high classification accuracy and low time-
complexity of the grape detector in case study 2 for the full TGV (second row) and
using standard grayscale conversion methods. The best performance is in bold.

Conversion 𝑗 𝐰𝑗 𝑟𝑗 𝑏𝑗 𝐜𝑗𝑠 𝐜𝑗𝑏 𝐶𝑗 𝜎𝑗 𝑣𝑗

TGV 1 (0.60,0.40,0.00) 1 9 (3,3) (3,3) 10 10 0.8853

BT.601 1 (0.30,0.59,0.11) 1 9 (3,3) (3,3) 10 10 0.8752
R 1 (1.00,0.00,0.00) 1 9 (3,3) (3,3) 1 30 0.7947
G 1 (0.00,1.00,0.00) 1 9 (3,3) (3,3) 10 10 0.8682
B 1 (0.00,0.00,1.00) 1 9 (3,3) (3,3) 100 20 0.8825

The table consists of indexes 𝑗 of proposed settings (column 1), the proposed
settings 𝜽𝑗 (columns 2–7) and objective function values 𝑣𝑗 (column 8), where 𝜽𝑗 =
(𝐰𝑗 , 𝑟𝑗 , 𝑏𝑗 , 𝐜𝑗𝑠 , 𝐜

𝑗
𝑏 , 𝐜

𝑗
𝑜 , 𝐶𝑗 , 𝜎𝑗 ) and 𝐜𝑗𝑜 is given by (6).

5.2. Tuning of the vessel segmentation system

5.2.1. Case study 3 – Vessel segmentation with setting providing the highest
accuracy

Table 3 (second row) shows the course of a search for the setting
providing the highest segmentation accuracy of the vessel segmentation
system. We approved the first proposed setting 𝜃1 as optimal. Changes
of the objective function values (averaged balanced accuracy) are
proportionate to changes of the weighting coefficient setting (Fig. 6).
Settings providing the highest accuracy for the fixed grayscale conver-
sion methods performed by 0.02 to 0.4% worse than the TGV setting
according to the objective function (11) (rows 3–6 in Table 3).
6

Fig. 6. WECIA graph for the first proposed setting within case study 3. Objective
function value 𝑣 of the first proposed setting 𝜽1 (Table 3, 𝑗 = 1), given by (11), is
about 0.9850 (crossed circle). The displayed dependency of 𝑣 on 𝐰 does not show any
attribute typical for substandard settings (i.e., 𝜽∗ = 𝜽1).

Table 3
Course of a search for the setting providing the highest segmentation accuracy of the
vessel segmentation system in case study 3 for the full TGV (second row) and using
standard grayscale conversion methods. The best performance is in bold.

Conversion 𝑗 𝐰𝑗 𝐥𝑗 𝜏𝑗 𝑜𝑗 ℎ𝑗 𝑣𝑗

TGV 1 (0.30,0.70,0.00) (1,2) 0.125 80 30 0.9850

BT.601 1 (0.30,0.59,0.11) (1,2) 0.125 80 30 0.9848
R 1 (1.00,0.00,0.00) (1,2) 0.125 70 30 0.9814
G 1 (0.00,1.00,0.00) (1,2) 0.125 80 25 0.9845
B 1 (0.00,0.00,1.00) (1,2) 0.125 70 10 0.9809

The table consists of indexes 𝑗 of proposed settings (column 1), the proposed settings 𝜽𝑗

(columns 2–6) and objective function values 𝑣𝑗 (column 7), where 𝜽𝑗 = (𝐰𝑗 , 𝐥𝑗 , 𝜏𝑗 , 𝑜𝑗 , ℎ𝑗 ).

5.2.2. Case study 4 - Vessel segmentation with setting providing the highest
true positive rate

The setting providing the highest true positive rate of the vessel
segmentation system was determined in the first iteration (Table 4,
row two). The gradual change of the objective function values (Fig. 7)
matches with the expected performance of a computer vision system
that is robustly set up. Settings providing the highest true positive rate
for the fixed grayscale conversion methods performed by 0 to 16.4%
worse than the TGV setting according to the objective function (12)
(rows 3–6 in Table 4).

6. Discussion

We intended the TGV methodology to be used for parameter tuning
of grayscale computer vision systems or subsystems. The methodology
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Table 4
Course of the search for a setting providing the highest segmentation true positive rate
of the vessel segmentation system in case study 4 for the full TGV (second row) and
using standard grayscale conversion methods. The best performance is in bold.

Conversion 𝑗 𝐰𝑗 𝐥𝑗 𝜏𝑗 𝑜𝑗 ℎ𝑗 𝑣𝑗

TGV 1 (0.00,1.00,0.00) (2,3,4) 0.25 70 30 0.8128

BT.601 1 (0.30,0.59,0.11) (2,3) 0.25 70 30 0.7973
R 1 (1.00,0.00,0.00) (2,3) 0.25 70 30 0.6693
G 1 (0.00,1.00,0.00) (2,3,4) 0.25 70 30 0.8128
B 1 (0.00,0.00,1.00) (3,4) 0.25 70 30 0.6487

The table consists of indexes 𝑗 of proposed settings (column 1), the proposed settings 𝜽𝑗

(columns 2–6) and objective function values 𝑣𝑗 (column 7), where 𝜽𝑗 = (𝐰𝑗 , 𝐥𝑗 , 𝜏𝑗 , 𝑜𝑗 , ℎ𝑗 ).

Fig. 7. WECIA graph for the first proposed setting within case study 4. Objective
function value 𝑣 of the first proposed setting 𝜽1 (Table 4, 𝑗 = 1), given by (12), is
about 0.8128 (crossed circle). The displayed dependency of 𝑣 on 𝐰 does not show any
attribute typical for substandard settings (i.e., 𝜽∗ = 𝜽1).

provides a tool to identify and avoid the substandard settings that can
occur in the parameter spaces of grayscale computer vision systems and
subsystems. We confirmed the usefulness of the methodology in case
study 1 (tuning of the grape detector for the highest accuracy), where
the first proposed setting was substandard (Fig. 4(a)). The objective
function value for this setting was 0.8920. The objective function value
for the second proposed setting, which we approved as suitable, was
0.8898 (Table 1). The negligible drop in the objective function value
for the second setting entitles us to consider the approved setting to
be the optimal one, because the system will likely remain robust in
practical applications.

The TGV methodology takes advantage of the computing power
of modern computers. It utilizes an optimization algorithm that pre-
determines the time and space-complexities of TGV. The presented
version of the TGV methodology (algorithm 1) was based on the one-
stage grid-search algorithm. Both its time and space-complexities are
𝑂
(

∏𝑚
𝑖=1 |𝑋̂𝑝𝑖 |

)

, where 𝑚 is number of parameters 𝑝 and |𝑋̂𝑝𝑖 | is number
of settings at the user-defined domain of the 𝑖th parameter 𝑝𝑖. The
exponential complexities make the presented version of TGV suitable
for tuning of grayscale computer vision systems and subsystems with
a small number of parameters. The disadvantage of the high time-
complexity can be partially suppressed by parallelization of operations.
For systems and subsystems with a high number of parameters, the
TGV methodology should be combined with a different optimization
algorithm. Such algorithms as Bayesian optimization [22] and genetic
algorithms [4] are appropriate for this purpose.

A key tool of TGV is the WECIA graph, which is capable to display
dependence of the objective function values 𝑣 on 𝐰. The WECIA graph
was originally designed for object categorization tasks [16]. It was used
to display dependence of a classification performance on the setting
of the weighting coefficients 𝐰, where the performance was evaluated
using such single-value performance measures as accuracy and true
7

positive rate [16]. Herein, we generalized the evaluation process while
introducing the objective function 𝑓 , where 𝑓 can be of any structure,
but it must hold that 𝑓 ∶ 𝜽 → R for ∀𝜽 ∈ 𝛩. The TGV can thus be
applied to computer vision tasks including, but not limited to, image
classification [30], image segmentation [28], object detection [31],
object tracking [32], and stereo matching [33,34]. We have shown that
utilization of the objective function 𝑓 extends the range of the WECIA
graph’s potential applications.

Our results highlight the importance of tuning grayscale conversion.
We observed a significant difference among the displayed dependen-
cies of 𝑣 on 𝐰 for the optimal settings (Figs. 4(b)–7). For the grape
detector, the optimal settings of the weighting coefficients were 𝐰∗ =
(1.00, 0.00, 0.00) and 𝐰∗ = (0.60, 0.40, 0.00) for case studies 1 and 2,
respectively. The performance of the grape detector diminished with
increasing proportion of the blue component in the grayscale image
(Figs. 4(b)–5). The difference between the highest and lowest objective
function values was about 0.1 for both case studies (Figs. 4(b)–5).
That represents deterioration of the performances by around 10% with
respect to those having the highest objective values. For the vessel
segmentation system, the optimal settings of the weighting coefficients
were 𝐰∗ = (0.30, 0.70, 0.00) and 𝐰∗ = (0.00, 1.00, 0.00) for case studies
3 and 4, respectively. For case study 3, the performance of the vessel
segmentation is almost insensitive to the setting of the weights (Fig. 6).
For case study 4, the performance rapidly decreases with increasing
proportion of the red or the blue component in the grayscale image
(Fig. 7). The difference between the highest and the lowest objective
function value was about 0.17, which is to say the deterioration in
performance is about 21% with respect to the highest objective value.

We tested the proposed parameter tuning against a situation where
the grayscale conversions build in the computer vision systems re-
mained fixed. We optimized settings of the other parameters for the
four case studies with the respective objective functions (7), (8), (11),
and (12). The setting of the weighting parameters was fixed according
to ITU-R recommendations BT.601, and to grayscale images corre-
sponding to the isolated red, green, and blue color channels (see
Section 4.3). In all four case studies, utilization of the most common
grayscale conversion method (BT.601) decreased performance of the
systems by 0.02 to 1.55% (Tables 3 and 4, respectively). The fact
that the BT.601 conversion optimized for human perception under-
performed the parameter setting suggested by TGV is not surprising
considering the fact that the search with fixed grayscale conversion was
carried out on a subset of the parameter space 𝛩̂𝐺. When using single
channel conversion methods, the performance decreases up to 16.41%
(Table 4, last row). However, note that the utilization of a single color
channel conversion has been determined by TGV to be optimal in the
first and fourth case study (Tables 1 and 4, respectively). Single channel
grayscale conversion is computationally efficient and provides good
performance is biological imaging [19].

Differences in the optimal setting of the grayscale conversion
weighting coefficients vary in accordance with the given computer
vision system. While the red channel carries the most discriminative
information for the grape detection (case studies 1 and 2), the green
channel is key for the vessel segmentation (case study 4). In none of the
tested case studies was the grayscale conversion close to the preferred
conversions from the perspective of human perception. The results
obtained indicate that the optimal setting of a computer vision system
and subsystem is highly dependent on the required performance, on
the computer vision system or subsystem, and on the process data. We
conclude that the setting of the weighting coefficients 𝐰 in grayscale
conversion can substantially influence performance of computer vision
systems and subsystems. We propose to use TGV to reach optimal
performance of the systems and subsystems. Human evaluation of an
appropriate setting of the weighting coefficients based on visual data
is difficult if not impossible (compare grayscale images in Figs. 8 and
9 for the optimal settings in panels (b) and (c) with images provided

by the standard conversion methods in panels (d), (e) and (f)).
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Fig. 8. Example of an input color image of the grape detector (a) and samples of grayscale images obtained using the weighted grayscale conversion setup according to the
optimal setting for the case studies 1 (b) and 2 (c), ITU-R recommendation BT.601 (d), and for isolation of the red (e), green (f) and blue (g) color channels.
Fig. 9. Example of an input color image of the vessel segmentation system (a) and samples of grayscale images obtained using the weighted grayscale conversion setup according
to the optimal setting for the case studies 3 (b) and 4 (c), ITU-R recommendation BT.601 (d), and for isolation of the red (e), green (f) and blue (g) color channels.
Can the involvement of the domain expert be eliminated to pro-
vide a tuning methodology robust against human judgment? We must
unfortunately say no. Although the search for the optimal parameter
setting can be fully automated, an expert must always specify the limit
of acceptable performance changes for the given computer vision task
before starting the search. The expert should also always consider cause
for occurrence of substandard settings. For example, the isolated high-
performance islands in case study 1 (Fig. 4(a)) may indicate overfitting
of the classification model. Model overfitting could be eliminated by
adding new, unique training samples to the training set.

7. Conclusion

Common software packages use the weighted grayscale conver-
sion as the default conversion method. The weights are usually set
up according to ITU-R recommendations BT.601 or BT.709. Our re-
sults show that the divergence from the standard grayscale conversion
settings improves performance of the computer vision systems. The
general formulation of the objective function (2) allows incorpora-
tion of specific requirements on computer vision systems, including
requirements on performance, energy consumption, time-complexity,
or space-complexity. The intuitive representation of evaluation results
in WECIA graphs helps to improve resilience of computer vision systems
aimed at image classification (case studies 1 and 2), image segmenta-
tion (case studies 3 and 4), but also object detection, object localization,
stereo matching, or instance segmentation. Use of the general formula
of the weighted means grayscale conversion followed by parameter
tuning using the TGV methodology yields a solution merging the ad-
vantages of a fine-tuned computer vision system with the robustness of
its performance against variable input data. Such an approach can be
applied when developing new computer vision systems or in improving
existing ones.
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