
Computers & Security 121 (2022) 102847 

Contents lists available at ScienceDirect 

Computers & Security 

journal homepage: www.elsevier.com/locate/cose 

A survey on adversarial attacks in computer vision: Taxonomy, 

visualization and future directions 

Teng Long 

a , b , ∗, Qi Gao 

a , b , Lili Xu 

b , Zhangbing Zhou 

a , c 

a School of Information Engineering, China University of Geosciences, Beijing 10 0 083, China 
b Key Laboratory of Network Assessment Technology, Institute of Information Engineering, Chinese Academy of Sciences, Beijing 10 0 093, China 
c Telecom SudParis, Institut polytechnique de Paris, Paris, France 

a r t i c l e i n f o 

Article history: 

Received 24 April 2022 

Revised 28 June 2022 

Accepted 20 July 2022 

Available online 22 July 2022 

Keywords: 

Deep learning 

Adversarial attack 

Black-box attack 

White-box attack 

Robustness 

Visualization analysis 

a b s t r a c t 

Deep learning has been widely applied in various fields such as computer vision, natural language pro- 

cessing, and data mining. Although deep learning has achieved significant success in solving complex 

problems, it has been shown that deep neural networks are vulnerable to adversarial attacks, result- 

ing in models that fail to perform their tasks properly, which limits the application of deep learning 

in security-critical areas. In this paper, we first review some of the classical and latest representative 

adversarial attacks based on a reasonable taxonomy of adversarial attacks. Then, we construct a knowl- 

edge graph based on the citation relationship relying on the software VOSviewer, visualize and analyze 

the subject development in this field based on the information of 5923 articles from Scopus. In the 

end, possible research directions for the development about adversarial attacks are proposed based on 

the trends deduced by keywords detection analysis. All the data used for visualization are available at: 

https://github.com/NanyunLengmu/Adversarial- Attack- Visualization . 

© 2022 Elsevier Ltd. All rights reserved. 
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. Introduction 

In recent years, machine learning has made great progress and 

as been widely used in many fields. As an important branch of 

achine learning, deep learning is a popular research direction 

n the field of artificial intelligence. It has been successfully ap- 

lied in classification problems ( Krizhevsky et al., 2012 ), bioscience 

 Helmstaedter et al., 2013 ), speech recognition ( Hinton et al., 2012 ),

atural language processing ( Sutskever et al., 2014 ), malware de- 

ection ( McLaughlin et al., 2017 ), especially in computer vision 

 LeCun et al., 1998 ). Computer vision is the basis for many inno-

ative key technologies that can be applied to, for example, au- 

onomous driving ( Geiger et al., 2012 ), intelligent industrial ma- 

hines ( Posada et al., 2018 ), and mobile applications ( Howard et al.,

017 ), and therefore has received increasing attention which is also 

he focus of this paper. 

Szegedy et al. (2014) first discovered the phenomena of ad- 

ersarial samples in 2013, when they misclassified a deep neural 

etwork-based image classification system by adding tiny pertur- 

ations to the input samples that are undetectable to the human 

ye. The interference process that causes the model to misclassify 
∗ Corresponding author. 
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s referred to as adversarial attack, and the input samples are re- 

erred to as adversarial samples in this situation. The researchers 

emonstrate that modern deep neural network models are highly 

ulnerable to adversarial attacks by small perturbations that are al- 

ost imperceptible to the human visual system, which can cause 

he classifier to misclassify the original image, and even worse, the 

ttacked model will express high confidence in the output classi- 

cation results. It is also proved that the same image perturbation 

an fool many classifiers. Adversial samples can also be used in the 

eal world ( Eykholt et al., 2018 ); for example, an attacker can cre- 

te physical adversarial samples that prevent a traffic sign recog- 

ition system from properly recognizing warning signals or objects 

n self-driving vehicles from being recognized. Deep learning con- 

inues to improve and extend in different applications, but con- 

erns about its security limit its implementation in safety-critical 

reas. 

Many scholars have noticed the importance of the robustness 

f neural networks after Szegedy et al., and related research on 

dversarial samples has become a research hotspot in the field 

f deep learning. With the development of the adversarial attack 

eld, researchers have proposed many methods to generate adver- 

arial samples, such as increasing attack strength, improving model 

ransfer, optimizing computing ability, etc. 

The field of adversarial attacks includes many classic works, 

hile many novel articles are being published. To systemat- 

https://doi.org/10.1016/j.cose.2022.102847
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cally understand and outline the developments in this field, 

here have been quite a few review articles summarizing the 

evelopments about adversarial attacks. Akhtar et al. (2021b) ; 

khtar and Mian (2018) provide a detailed and systematic sum- 

ary of the adversarial attacks used in computer vision, who also 

rovides a reliable summary of defensive measures. The work in 

achado et al. (2023) summarizes adversarial learning for image 

lassification from the defender’s perspective and introduces the 

dversarial establishment and metric principles of defense. In ad- 

ition, there are reviews that summarize work based on taxon- 

my, including work in Serban and Poll (2018) , which classifies 

he attack strategies at that time into four categories and sum- 

arizes representative attack strategies in this way, and work in 

hou et al. (2019) , who likewise reviewed the attacks at that time, 

nd grouped them into four categories. The taxonomy-based re- 

iew of attack strategies gives researchers an intuitive and system- 

tic view of the attack development. However, the field is evolving 

apidly, and many novel attack strategies have not been summa- 

ized in time by existing review work. At the same time, there is 

n urgent need to summarize novel and effective attack methods 

hrough rational taxonomy to supplement information about the 

evelopment and frontiers of different attack strategies. 

In order to better present the development of a field, visualiza- 

ion is an intuitive technique to achieve this goal. For trend analy- 

is and visualization in fields, several softwares have been released 

o accomplish this, such as VOSviewer ( Eck and Waltman, 2010 ), 

itespace ( Chen, 2006 ) and Bibexcel ( Persson et al., 2009 ), etc.

here are also field visualizations based on the above software 

 Chen et al., 2012; Meyer et al., 2014; Zha et al., 2021 ) in differ-

nt fields of research. More practical visualization of the develop- 

ent of the field is made possible by the proposal of technolo- 

ies such as knowledge graphs ( Shaoxiong et al., 2022 ). Recently, 

i et al. (2021b) proposed Scientific X-ray, which focuses on the 

cientific themes in the field of artificial intelligence by establish- 

ng a disciplinary development pipeline tree through the citation 

elationship data of scientific themes. With the help of Scientific 

-ray, they intuitively reveal the evolutionary patterns and analyze 

he development potential of different themes in the field of AI. 

his will be an important reference for grasping research trends 

nd showing research directions. However, the current review for 

dversarial attacks contains few visualization efforts for the devel- 

pment of the field, and there is a lack of work on building knowl- 

dge map for the development of the field. In related work, the 

ack of visualization has resulted in scholars not being able to more 

ntuitively understand and grasp the situation of development in 

he field of adversarial attacks and to provide more diverse guid- 

nce to readers. 

Based on the above-mentioned problems in the current review 

nd the shortcomings of the related visualization work, this pa- 

er aims to introduce the current classical and newly developed 

ttacks, and visualize and analyze the development regarding ad- 

ersarial attacks. Specifically, we provide a brief introduction to the 

lassical attacks based on the existing taxonomy of adversarial at- 

acks, analyze and integrate the new attacks that are currently pro- 

osed. We also use dynamic network analysis techniques and visu- 

lization tool VOSviewer ( Eck and Waltman, 2010 ) to build knowl- 

dge graph based on citation relationships for 5923 papers orig- 

nating from Scopus, which are about the field of adversarial at- 

acks, and to visualize the current works related to this field. 1 Be- 

ause VOSviewer implements graphs based on co-citation and co- 

ccurrence relationships, and supports the processing and vivid vi- 

ualization of big data, enabling us to better fathom the progres- 
1 All the data used for visualization are available at: https://github.com/ 

anyunLengmu/Adversarial- Attack- Visualization . 
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2 
ion of the field. In addition, research directions for the develop- 

ent on adversarial attacks are proposed based on the trends de- 

uced by keywords detection analysis. 

Our main contributions are as follows. 

(1) We explore classical and new approaches for adversarial at- 

acks based on taxonomies. Specifically, we refer to existing tax- 

nomies and refine them to accommodate the latest attack strate- 

ies, including the addition of new categories. Additionally, we 

ummarize the directions of existing research on attack strategies. 

(2) We visualize and analyze the hotspots of related work about 

dversarial attack, based on the knowledge graphs we established, 

nabling a more comprehensive summary of field-related devel- 

pments. In particular, we describe the process of the knowledge 

raph construction in detail and define the required parameters. 

pecifically, we analyze the literature publications, collaborations, 

nd distribution of key articles in the field of adversarial attacks 

ased on information from the literature and citation network, 

hich provides a comprehensive understanding of the develop- 

ent concerning adversarial attack. 

(3) Trends are analyzed through field keywords detection, and 

esearch directions are proposed based on the trend analysis re- 

ults. Precisely, we perform keyword detection for overall field de- 

elopment, and in detail, we analyze the research preferences and 

allmarks of different attack strategies based on keyword explo- 

ation of taxonomy. According to the keyword analysis results, we 

ropose multifaceted field development directions for model im- 

rovement and application work in safety-critical areas, such as 

ew scenarios, effective models, application of new technologies, 

tc. 

The rest of this paper is as follows. In Section 2 we introduce 

he research work related to adversarial attacks. And we give the 

eneral structure of the main neural network models used for re- 

earch and a brief definition of adversarial attacks in Section 3 . Af- 

er that, we analyze and summarize some of the classical attacks, 

nd explore the latest and representative attacks in Section 4 . For 

 more detailed review of the adversarial attack, we construct 

nowledge graph based on theoretical knowledge of co-citation 

etworks for the articles with regards to adversarial attacks in 

ection 5 . With the help of knowledge graph in Section 5 , we vi-

ualize and analyze the development pertaining to adversarial at- 

acks, ranging from the analysis of article publication, collaborative 

etworks, to key articles in Section 6 . We present keyword detec- 

ion analysis and research directions for the field development in 

ection 7 . In Section 8 we conclude the full paper. 

. Related work 

In this section, we present related work on adversarial attacks. 

Since the introduction of the adversarial sample phenomenon, 

here have been several works on the review of adversarial at- 

acks on images. Serban and Poll (2018) presented a complete de- 

cription of the adversarial sample phenomenon and summarized 

ore than twenty attacks at that time by dividing the attack meth- 

ds into four categories, 1) optimization-based attacks, 2) sensitive 

eature-based attacks, 3) geometric transformation-based attacks 

nd 4) generative model-based attacks; Ding and Xu (2020) added 

unctional-based attacks to the existing taxonomy. Akhtar and 

ian (2018) provide a complete description of existing attacks 

ased on attacks in classification tasks and beyond classification, 

nd a systematic summary of defense strategies is also presented. 

fter this, Akhtar et al. (2021a) extended the original paper in the 

dvances based on the field of computer vision for adversarial at- 

acks and defenses, expanding it with more recent adversarial at- 

ack defense findings. Li et al. (2022) provides experiments and 

ummaries for typical attack and defense strategies, and provides 

ublicly available experimental code. Machado et al. (2023) sum- 

https://github.com/NanyunLengmu/Adversarial-Attack-Visualization
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Fig. 1. Schematic representation of adversarial attack. Figure from Szegedy et al. 

(2014) . 
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arizes adversarial learning for image classification from the de- 

ender’s perspective, and introduces principles for building and 

etrics for adversarial defense. Kong et al. (2021) provides a 

omprehensive review of adversarial attacks from why-what-how. 

iu et al. (2019) respectively describes the corresponding adver- 

arial attack methods from the training phase and testing phase of 

he adversarial attack network. 

In addition, there are several review surveys on adversarial at- 

acks in other domains besides computer vision. For the text do- 

ain, Wang et al. (2019b) classifies adversarial attacks and de- 

ense on text from the perspective of different natural language 

rocessing (NLP) tasks. For the field of adversarial on graph data, 

un et al. (2018) provides a systematic summary of existing adver- 

arial attack and defense strategies based on graph data. For the 

alware identification domain, Aryal et al. (2021) providing en- 

yclopedic introduction to adversarial attacks that are carried out 

gainst malware detection systems. 

However, due to the rapid development about adversarial at- 

acks, many novel attack methods have not been included in the 

xisting review work, and there is a lack of analysis and overview 

f the current development direction of adversarial attack strate- 

ies. In addition, the current review work has not provided visual 

nalysis and statistics of today’s research progress in the field of 

dversarial attacks, resulting in a lack of guidance for those in- 

olved to keep abreast of relevant developments in a timely and 

ccurate manner. 

The purpose of this paper is to introduce and summarize the 

dversarial attack strategies about computer vision based on clas- 

ification, and to summarize and analyze the latest and represen- 

ative attacks. In addition, this paper will also explore and summa- 

ize the hot spots and authorities in related fields through trend 

nalysis and visualization work based on citation network in order 

o serve as a guide for related researchers. 

. Preliminaries 

In this section, we briefly introduce the general structure of 

onvolutional Neural Network (CNN), as CNNs are widely used in 

he field of computer vision and are a common model in adversar- 

al attacks, and briefly define adversarial attacks in order to make 

he discussion of adversarial attacks clearer in later sections. 

.1. Convolutional neural network 

Because Alexnet, mentioned in Krizhevsky et al. (2012) of Hin- 

on’s group in the Imagenet Image Recognition Competition in 

012, used a new deep structure of image convolution and dropout 

ethod, CNN was given renewed importance and popularity, after 

ann proposed LeNet-5 in LeCun et al. (1998) in 1998, which is 

onsidered as the prototype of contemporary convolutional neural 

etworks. A classical CNN structure has roughly five components: 

ata input layer, convolutional layer, activation function (Rectified 

inear Units layer, ReLU layer), pooling layer and output layer (fully 

onnected layer). Data input layer , as the name suggests, is used 

o input relevant data. Before inputting the data, it is usually pre- 

rocessed to achieve better training results. Convolutional layers are 

onsidered as the main building blocks in a CNN model. Each con- 

olutional layer consists of several convolutional units (filters), and 

he parameters of each convolutional unit are optimized by a back- 

ropagation algorithm, which has the feature of Parameter Shar- 

ng. Convolutional layers are used for feature extraction, and more 

ayers of convolutional layers can iteratively extract more complex 

eatures from lower-level features. Activation function is used to 

dd nonlinear factors as a solution to the problem of insufficient 

xpressiveness of linear models. The ReLU activation function was 

rst proposed in Krizhevsky et al. (2012) and achieved excellent 
3 
odel results. Pooling layer slices the features into several regions 

nd takes their maximum or average values to obtain new, smaller 

imensional features to simplify the network computational com- 

lexity and extract the main features, since the model usually gets 

eatures of large dimensionality after the convolution layer. Fully- 

onnected layer , which combines all local features into global fea- 

ures, is used to calculate the final score for each category. 

In addition to AlexNet proposed by Hinton’s team, CNNs 

lso have other classical architectural forms, such as VGGNet 

 Simonyan and Zisserman, 2015 ), GoogLeNet ( Szegedy et al., 2015 ), 

esNet ( He et al., 2016 ), ZFNet ( Zeiler and Fergus, 2014 ), and so

n. Recently, the Meta Pseudo-Labels structure ( Pham et al., 2021 ) 

ased on meta-learning has gained outstanding performance and 

btained over 90% accuracy in ImageNet. 

.2. Definition of adversarial attack 

Related studies have shown that deep neural network models 

re vulnerable to adversarial attacks, which threaten the accuracy 

nd security of the models. In computer vision application scenar- 

os, images with specific perturbation noise, often called adversarial 

amples , will cause the classifier to misclassify the attacked image, 

hich are called target image , while the attacked model is called 

arget model . Such perturbations, called adversarial perturbations , 

re usually so extremely small that they are not detectable by the 

uman eye, as shown in Fig. 1 . 

Based on the knowledge of the target model held by the at- 

acker, adversarial attacks can usually be classified into white-box 

ttacks, gray-box attacks, and black-box attacks. A white-box attack 

s one in which the attacker has access to all information about 

he target model which contains the model structure, parameters, 

efense strategy and control of the model input data. A gray-box 

ttack is one in which the attacker is only partially informed about 

he target model. A black-box attack is one in which the attacker 

s unable to obtain any information about the target model and 

an only interact with the target model through input and out- 

ut. Based on the attacker’s knowledge of the target model, strate- 

ies for adversarial attacks can also be divided into various types 

 Serban and Poll, 2018 ), including gradient-Based attack (compris- 

ng optimization-based attack, etc.), transfer-based attack, score- 

ased attack (incorporating decision-based attack, attack on atten- 

ion ( Chen et al., 2022a )) and geometric-transformation-based at- 

ack, etc. These categories will be described in detail in the follow- 

ng sections, and the latest attack strategies will be integrated and 

ntroduced. 

Also, depending on the attack target, attack strategies can be 

lassified as targeted and untargeted attacks. Targeted attacks have 

pecified error classification categories, while untargeted attacks 

nly require model error classification, and it is usually more diffi- 

ult with targeted attacks. In addition, an attacker can also choose 

o use a single adversarial sample with perturbation against mul- 
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Fig. 2. Taxonomy of Adversarial Attacks. 
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iple target models, called universal attack ( Moosavi-Dezfooli et al., 

017 ). 

The attack success rate is an important metric to measure the 

uality of the adversarial attack samples, and in addition, pertur- 

ation norm are widely used to quantify the quality of the adver- 

arial samples. Taking image data as an example, the perturbation 

orm applied in the adversarial attack includes 1) � 0 , which refers 

o the number of modified pixel data; 2) � 2 , the squared sum of

he perturbed elements and then the square root, for image data, 

he smaller the � 2 norm indicates that the adversarial sample is 

arder to be recognized by human eyes; 3) � ∞ 

, which indicates 

he maximum value among the perturbed elements. Various attack 

ethods usually make the perturbations in the adversarial sample 

ndetectable by limiting the value of the norm. 

During the attack, the attacker can use iterative or one-shot ap- 

roach to find and generate the perturbation. Iteration in adversar- 

al attacks refers to multiple computations to generate adversarial 

erturbations, while one shot refers to using only one computation 

o generate adversarial perturbations. It is generally believed that 

 higher number of iterations has better attack performance, while 

n the other hand, a higher number of iterations corresponds to 

ore computational resource consumption. 

The vast majority of existing attacks are focused on digital at- 

acks , which have full access to the electronic input of the target 

odel. In contrast, the physical attack , which cannot have any ac- 

ess to the electronic book of the target model, adds all the ad- 

ersarial perturbations before generating the picture of the model 

nput. Physical attack has important applications in scenarios such 

s autonomous driving security and surveillance systems. 

.3. Defense to adversarial attack 

Adversarial defense is used to build classifiers (defense mod- 

ls) that are robust enough to classify correctly even when the at- 

ack image is input. There are three main approaches to building 

efense models ( Akhtar and Mian, 2018 ), one is to train a more

obust classifier, which is a defense from the classifier itself, com- 

only trained by adversarial learning. The second is to do some 

re-processing of the input attack image before passing it to the 

lassifier, with the aim of reducing the attack noise as much as 

ossible ( Liang et al., 2021 ). The third is to introduce additional 

tructures to the model, such as detector, to help detect attacks 

etter, as in Wang et al. (2019a) detected attacks by testing the 

ensitivity of adversarial and benign samples to random mutations. 

. Exploration of adversarial attacks based on taxonomy 

Due to the differences in target models, perturbation meth- 

ds, and test benchmarks, establishing a reasonable taxonomy 

or different attack methods can help scholars focus their re- 

earch and reference on the required scenarios. There are also 

ome new research applications in, for example, attention pat- 

erns that are drawing more and more interest, which are orga- 

ized into some new categories in this paper to facilitate atten- 

ion to developments and trend analysis in new directions. In this 

aper, we mainly classify the attack methods into four major cat- 

gories, as shown in Fig. 2 , including 1) gradient-based attack, 

) score-based attack, 3) transfer-based attack and 4) geometric- 

ransformation-based attack. Based on the number of published 

rticles, gradient- based attack has the highest number of pub- 

ications, which proves that this strategy is more mature than 

thers, while transfer- based attack and score- based attack have 

lso developed well in recent years. In addition, with novel ap- 

roaches such as Chen et al. (2022a) focusing on the attention to 

he adversarial sample, we add the taxonomy of attention-based 

ttacks to better accommodate the summary of attacks. Since 
4 
anbak et al. (2018) first proposed geometric-transformation-based 

ttack in 2018, the related work is still in development, but still 

here are many interesting methods being proposed. 

In the following, we first introduce the classical attack methods 

n each attack category, and then introduce the more prominent 

nd latest attack methods. The recent works summarized are pre- 

ented in the tables. In Table 4.1 there are many works for ob- 

aining more efficient and practical adversarial samples, such as 

ore effort s are put into finding the global optimal solution of the 

ptimization problem and attention is paid to the obtainment of 

maller perturbations. To improve the query efficiency and solve 

he issue of insufficient training data, independently trained trans- 

er substitute models are proposed in Table 4.2 , while focusing on 

mage features to improve the transfer success rate. Measures such 

s simulator models for samples are also proposed in Table 4.3 to 

olve the problems of inconvenient query and insufficient data for 

he target model. The exploration of more effective transformation 

pproaches in images are summarized in Table 4.4 , including per- 

orming fusion of different variations, etc. Note that in many cases, 

n attack is carried out using not only one strategy, but more often 

 fusion of different strategies, so the taxonomy used in this paper 

s for reference only. 

.1. Gradient-based attack 

Gradient-based attack is mainly based on gradient by finding a 

erturbation that makes the loss value of the model larger, so that 

he attack sample added to that perturbation can misclassify the 

odel. Among the current gradient-based attacks, there are mainly 

ines based on FGSM (Fast Gradient Sign Method) for development 

nd improvement, and other lines for development. Since gradient- 

ased attacks usually need to obtain information about the inter- 

al structure of the target model, the vast majority of gradient- 

ased attacks are white-box attacks. If the gradient direction is 

sed in the process of finding the gradient direction, it is known 

s optimization-based attack, which is a common way of finding 

he loss value. 

In Table 1 , we summarize and conclude some of the gradient- 

ased attacks. It can be noticed that the exploration toward 

radient-based attacks has been a popular topic for related re- 

earchers since the beginning of BFGS (Broyden-Fletcher-Goldfarb- 

hanno), and it has continued till now. In recent studies, re- 

earchers have focused more on how to obtain global mini- 

um without falling into the trap of local minimum ( Wang and 

e, 2021 ), and at the same time, the searching for smaller pertur- 

ations ( Zhu et al., 2021 ) has also become the goal of research. 

In 2014, Szegedy et al. (2014) was published, a pioneering work 

or adversarial attacks, in which the concept of adversarial samples 

as first introduced. In the article, the authors point out that the 

nput-output mapping of deep neural network learning is largely 

uite discreet, and that we can make the network misclassify 

mages by applying certain imperceptible perturbations that are 

ound by maximizing the prediction error of the network. More- 

ver, the specific character of these perturbations is not a random 
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5 
roduct of learning: the same perturbation can lead to misclassifi- 

ation of the same input by different networks trained on different 

ubsets of the dataset. Also in the article, the BFGS algorithm is 

roposed: the problem is transformed into a convex optimization 

y finding the minimum loss function additive term that allows 

he neural network to make a misclassification. 

Minimize ‖ r ‖ 2 subject to: 

f (x + r) = l 
 + r ∈ [0 , 1] m 

(1) 

here f (x ) denotes the learned classification mapping function, r

enotes the step size of the change, and the formula expresses the 

earch for the smallest r that makes f (x + r) map to the specified 

lass l. 

After that, Goodfellow et al. proposed FGSM ( Goodfellow et al., 

015 ), which works in a white-box setting by finding the derivative 

f the model with respect to the input and then using a symbolic 

unction to obtain its specific gradient direction, followed by mul- 

iplying by a step size, and the resulting perturbation is added to 

he original input to obtain the sample under the FGSM attack. The 

xpression of the FGSM attack is as follows. 

 

′ = x + ε · sign ( ∇ x J(x, y ) ) (2) 

In describing the principle of their operation, the authors ex- 

lain that the effects caused by adversarial perturbations are am- 

lified in deep neural networks, especially in linear models, while 

urrent neural network constructions usually tend to use linear ac- 

ivation functions like Relu, making the network as a whole con- 

erge to linearity. In addition, they propose that the larger the di- 

ensionality of the model input, the more vulnerable the model 

s to attack. The FGSM algorithm is simple and effective, and he 

akes the target model produce 89.4% misclassification on the 

NIST dataset, which plays a very important role in the field of 

mage attacks, and many subsequent studies have been carried out 

ased on this algorithm. 

Since the FGSM algorithm involves only a single gradient up- 

ate and sometimes a single update is not enough for a success- 

ul attack, the BIM (Basic Iterative Method, also known as itera- 

ive FGSM) Kurakin et al. (2017) is proposed, which gets the attack 

amples by continuously iterating the FGSM algorithm to obtain at- 

ack samples for better attack effect. The attack expression of BIM 

s as follows. 

X 

adv 
0 = X 

X 

adv 
N+1 = Clip X,e 

{
X 

adv 
N + α sign 

(∇ X J 
(
X 

adv 
N , y true 

))} (3) 

In this attack, each time the individual pixel grows (or de- 

reases) by α based on the adversarial sample from the previ- 

us step, and then it is clipped to ensure that each pixel of the 

ew sample is within the ε critical region of each pixel of X , 

n order to make the adversarial sample found with the change 

f each pixel less than ε. BIM is considered one of the most 

owerful attacks due to the multiple searches for effective per- 

urbations, but it is considered computationally expensive. Later, 

adry et al. (2018) proposed PGD (Projected Gradient Descent), 

hich is a variant of BIM. Compared with the BIM algorithm, it 

nitializes with uniform random noise, increases the number of it- 

ration rounds, and proposes to use projection against gradients 

nstead of clip operation on gradients in BIM. After experimental 

alidation, PGD is considered to be probably the most powerful 

rst-order attack. 

To solve the uncertainty problem of ε in FGSM, Moosavi- 

ezfooli et al. (2016) proposed DeepFool, which is based on hyper- 

lane classification, and for the first time proposed to obtain the 

inimal perturbation against the model by measuring the closest 

istance between the sample and the decision boundary. Deepfool 
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Fig. 3. Schematic of the process of finding Universal adversarial perturbations. Fig- 

ure from Moosavi-Dezfooli et al. (2017) . 
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an attack both binary and multi classification, linear and nonlin- 

ar classifiers. Since it generates (approximate) minimum pertur- 

ation, DeepFool can be used to estimate the robustness of the 

odel. 

Unlike FGSM, which utilizes the gradient information of the 

oss function of the model output, JSMA ( papernot et al., 2016 ) 

Jacobian-based Saliency Map Attacks) introduces the concept of 

aliency Map, which mainly uses the output category probability 

nformation of the model to back propagate the corresponding gra- 

ient information, and finds the corresponding perturbation by ob- 

erving the effect of the input perturbation on the output result. If 

ome features are found to correspond to a specific output in the 

lassifier, the algorithm will enhance or weaken these features in 

he input samples in a greedy way to make the classifier produce 

he specified output. The authors propose “forward derivative” to 

btain the direction of the gradient of the predicted values of the 

arget class tokens. In this attack, for the first time, the perturba- 

ion norm is controlled at � 0 , i.e., the number of pixels is modified

s little as possible to obtain a better attack. 

Meanwhile, unlike the gradient-based approach of FGSM that 

estricts the perturbation size in each step, Carlini and Wag- 

er (2017) (C&W) proposed three different regularized attack 

ethods ( � 0 , � 2 , � ∞ 

), which introduce the problem of generating

dversarial samples into the problem of finding the minimum per- 

urbation problem. This method is extremely slow due to the need 

o optimize some of the parameters in this algorithm, and this 

ethod does not have black-box transferability, but this method 

s a very strong white-box attack method and is resistant to defen- 

ive distillation. 

In addition, Moosavi also proposed an interesting and prac- 

ical attack UAP (Universal adversarial perturbations) ( Moosavi- 

ezfooli et al., 2017 ), where the attacker only needs to add pertur- 

ations under this universal algorithm to all samples of the same 

istribution to achieve adversarial sample construction, solving the 

revious the problem of customizing the perturbations of the al- 

orithm. As shown in Fig. 3 , the algorithm iteratively derives the 

aunch perturbation vector �v for each training sample in turn, 

.e., it eventually generates a perturbation that can jump out of the 

ecision boundary of the set of all training samples. 

Variance tuning: Wang and He (2021) proposed a new method 

alled variance tuning to enhance the class of iterative gradient- 

ased attack methods and improve their attack transferability. 

pecifically, instead of directly using the current gradient for mo- 

entum accumulation in each iteration of the gradient computa- 

ion, the current gradient is further adjusted by considering the 

radient changes from the previous iteration, thus destabilizing the 

pdate direction and getting rid of the local optimum. The key idea 
6 
s to reduce the gradient change at each iteration, so as to stabilize 

he update direction and get rid of the local optimum solution dur- 

ng the search process. This method can achieve an average attack 

uccess rate of 90.1% in the face of nine defense methods with in- 

ut transformations and a multi-model setup, which improves the 

est attack of the moment by 85.1%. 

Homotopy-attack: Sparse adversarial attacks can deceive deep 

eural networks by perturbing only a few pixels. Compared to 

ixel-wise, highly sparse adversarial attacks are more dangerous 

ecause are less detectable. Zhu et al. (2021) jointly tackle the 

parsity and the perturbation bound in one by using the homo- 

opy algorithm unified framework. The method exploits the prop- 

rties of different regions to impose different degrees of infinite 

orm perturbation upper bound, where the computation of this 

ound relies on the pixel saturation levels of different axes to min- 

mize the � 0 distance between the minimized adversarial samples 

nd the clean samples. Experiments show that the method can 

roduce very sparse adversarial perturbations while maintaining a 

elatively low perturbation strength compared to state-of-the-art 

ethods. 

.2. Transfer-based attack 

Transfer-based attack does not rely on information about the 

arget model, but requires information about the training data. 

zegedy et al. (2014) first proposed that an adversarial sample gen- 

rated against one model can be transferred to another model and 

an cause an effective attack. Lu et al. (2017) demonstrated that 

f attack samples are created on a set of alternative models, the 

uccess rate of the attacked model can reach 100% in some cases. 

ransfer-based attack is a attack between black-box and white-box 

ttack. 

In Table 2 , we summarize and conclude some of the transfer- 

ased attacks. Better transferability is an important goal in the 

esearch of Transfer-based attacks, and in recent studies related 

eople have accomplished this goal by adversarial generative net- 

orks (GANs) ( Mingyi et al., 2020 ), feature extraction ( Wang et al.,

021b ), etc. to accomplish this goal. So far, transfer-based attacks 

ll require iterative generation to get a viable attack. 

Papernot et al. (2017) first proposed a black-box-based attack 

pproach by generating substitute models to simulate the decision 

oundaries of the approximated attacked model, and generating 

dversarial samples based on the current alternative model, and 

hese adversarial samples are eventually used to attack the orig- 

nal target model. During the training process, the Jacobi matrix 

s used to efficiently utilize the query results in order to reduce 

he number of queries for the target model. This method invali- 

ates the gradient-mask defense strategy because it does not re- 

uire gradient information. Later, Liu et al. (2017) introduced the 

dea of ensemble in this method, i.e., selecting multiple models si- 

ultaneously and combining their loss values to generate the cor- 

esponding adversarial samples. This method takes into account 

he similarity of decision boundaries among different models, and 

hus achieves the goal of migrating a large range of adversarial 

amples among different models for the first time. In addition, 

uang and Zhang (2020) proposed TREMBA combining transfer- 

ased and scored-based attack ideas. The method firstly generates 

 preliminary adversarial sample in the white-box attack by the 

ubstitute model, and then uses this preliminary adversarial sam- 

le as the search starting point, continues to query using the score- 

ased attack method, and finally iterates the final adversarial sam- 

le with good migration. This method effectively reduces the num- 

er of queries while improving the success rate of black-box at- 

acks. 

DaST: Mingyi et al. (2020) proposed DaST (Data-free Substitute 

raining), a method that does not require data to train a substitute 
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Table 2 

Transfer-based attacks. 

Attack Target/Untargeted Norm Universal/Specific Black/White Category Year 

SafetyNet( Lu et al., 2017 ) Targeted � 2 , � ∞ Specific Black transfer 2016 

substitute( Papernot et al., 2017 ) Targeted � 2 Specific Black transfer 2017 

Ensemble( Liu et al., 2017 ) Untargeted, Targeted � 2 , � ∞ Specific Black transfer 2017 

ILA( Huang et al., 2019 ) Untargeted, Targeted � ∞ Universal, Specific Black transfer 2019 

P-RGF( Cheng et al., 2019 ) Untargeted, Targeted � 2 , � ∞ Specific Black transfer 2019 

TREMBA( Huang and Zhang, 2020 ) Targeted � ∞ Specific Black transfer, score 2020 

ATA( Wu et al., 2020 ) Targeted � 0 , � ∞ Specific Black, White transfer, attention 2020 

DaST( Mingyi et al., 2020 ) Untargeted, Targeted � ∞ Specific Black transfer 2020 

FIA( Wang et al., 2021b ) Targeted � 2 Specific Black transfer, gradient 2021 
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4

s

2

(

t

odel to achieve adversarial attacks. It uses generative adversarial 

etworks (GANs) to generate synthetic samples to train the sub- 

titute model, whose synthetic samples are labeled from the tar- 

et model. At the same time, to solve the problem that traditional 

ANs may generate extremely uneven distribution of samples if no 

eal data is available, the authors design a multi-branch architec- 

ure and a loss function controlling the labels for the generative 

odel to solve the problem of uneven distribution of synthetic 

amples. The adversarial samples under this method have excellent 

ransferability. The FE-DaST proposed by Yu and Sun (2022) used 

 single branch generator to obtain better model similarity and at- 

ack success based on information entropy loss, by building sim- 

ler models. Furthermore, FE-DaST is able to be used on a larger 

umber of datasets compared to DaST. 

FIA: In the attacks proposed in the past, the model treats the 

oints in the picture equally without differentiation and learns 

any noise features that lack transferability, which easily leads to 

ocal optimality. Wang et al. (2021b) proposed Feature Importance- 

ware Attack, which uses gradients to represent the importance of 

eatures and optimizes the weighted feature mapping by suppress- 

ng positive (important) features and promoting negative (trivial) 

eatures to make model decisions wrong, resulting in higher trans- 

erable adversarial samples. Experiments show that FIA has out- 

tanding black-box attack effectiveness. 

.3. Score-based attack 

Score-based attack is black-box attack, which relies only on pre- 

iction scores (e.g., category probability or logarithm) for the pre- 

iction of the gradient. In many cases, the attacker does not have 

ccess to the prediction score of the target model, but only to 

he classification results of the corresponding samples, and relies 

nly on the decision boundary to perform the attack, then this 

ype of attack is called decision-based, which is considered to be 

ore practical. Also, when the classification error is achieved by 

hifting the attention to the target label, this method is known as 

ttention-based attack. 

In Table 3 , we summarize and conclude some of the score- 

ased attacks. The latest research usually focuses on attacks with 

ess query complexity and higher attack transferability by means of 

eta-learning Du et al. (2019) , building simulators Ma et al. (2021) , 

tc. Since only queries on the target model are needed to obtain 

he bound information, all score-based attacks are black-box. Also 

ffective attacks require multiple queries, so the generation of per- 

urbations is iterative. 

Chen et al. (2017) proposed ZOO (Zeroth Order Optimization), 

hich started the research trend of score-based attack. The attack 

nds perturbation samples by obtaining the probability of each 

abel of that sample under the input and target model. The at- 

ack first estimates a gradient value and then uses an optimization 

ethod such as Newton’s method or adam to obtain the optimal 

radient, which is superimposed on the image and then input to 

he model. The attack stops after a successful attack, otherwise it 
7 
ontinues iteratively to estimate the gradient. 

inimize x ‖ 

x − x 0 ‖ 

2 
2 + c · f (x , t) 

ub ject to x ∈ [0 , 1] p 
(4) 

here x 0 denotes the original image, x denotes the modified im- 

ge, t denotes the redirected label, and f (x, t) denotes the loss 

unction (or confidence) of x classified as t . This transforms the 

dversarial attack problem into an optimization problem that min- 

mizes the sum of these two. Then Su et al. (2019) proposed One 

ixel Attack, which has high picture utility because it only needs 

o change fewer points or one pixel point to obtain a better at- 

ack effect. To improve the efficiency of finding the attacked pixel 

oints, the finding strategy of differential evolution is introduced. 

lso the attack only needs to obtain the label probability of the 

lack box without using the internal parameters of the network, 

nd it can attack the models that are non-differentiable or the gra- 

ient is difficult to calculate, which makes the attack strategy have 

etter practicality. 

Query-efficient meta attack: Du et al. (2019) uses meta-learning 

ased on autoencoder structure to approximate the gradient and 

se reptile meta-learning training method for training. By training 

he mata attacker and incorporating it into the optimization pro- 

ess, the method can significantly reduce the number of queries 

equired without reducing the success rate and distortion of the 

ttack. 

Attack on attention: The AoA (Attack on Attention) approach 

roposed by Chen et al. (2022a) is an improvement of the score- 

ased method. Unlike the score-based method, AoA attacks the at- 

ention heat map, a common semantic feature among networks, 

o shift the attention from the original class (non-target class) to 

lose to the target class (target), thus making the classifier work 

ncorrectly. The method achieves the best black-box attack migra- 

ion success rate so far in image classification neural networks. The 

uthors also constructed an adversarial test set DAmageNet based 

n AoA to help researchers perform relevant robustness tests. 

Simulator attack: Ma et al. (2021) trains a simulator where MSE 

Mean Squared Error) loss functions based on knowledge distilla- 

ion are applied to internal and external updates in meta-learning 

o learn the outputs of many different network models, thus al- 

owing simulate the output of any unknown model. Once trained, 

he simulator requires only a small amount of query data for fine- 

uning to accurately simulate the output of the unknown network, 

hus making a large number of queries to be transferred to the 

imulator, effectively reducing the query complexity of the target 

odel in the attack. 

.4. Geometric-transformation-based attack 

Geometric-transformation-based attacks generate adversarial 

amples by performing geometry-based operations ( Wang et al., 

021a ) (angles, scaling, shifts, etc.), color-based operations 

 Chen et al., 2022b ) (brightness, color, contrast, etc.), or syn- 

hetic transformations (Admix-based) on the samples, where 
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Table 3 

Score-based attacks. 

Attack Target/Untargeted Norm Universal/Specific Category Year 

ZOO( Chen et al., 2017 ) Untargeted, Targeted � 2 Specific transfer, score 2017 

UPSET( Sarkar et al., 2017 ) targeted � 2 Universal score 2017 

ANGRI( Sarkar et al., 2017 ) targeted � 2 Specific score 2017 

Boundary Attack( Brendel et al., 2018 ) Untargeted, Targeted � 2 Specific decision 2018 

qFool( Liu et al., 2019 ) Untargeted, Targeted � 2 , � ∞ Specific decision 2018 

One-Pixel Attack( Su et al., 2019 ) Untargeted, Targeted � 0 Specific decision 2019 

AutoZOOM( Tu et al., 2019 ) Untargeted, Targeted � 2 , � ∞ Specific score 2019 

CornerSearch( Croce and Hein, 2019 ) Untargeted, Targeted � 0 Specific score 2019 

Trust Region( Yao et al., 2019 ) targeted � 2 , � ∞ Specific decision 2019 

PCA Attack( Wang et al., 2019c ) Untargeted, Targeted � 2 , � ∞ Specific decision 2019 

Avolutionary Attack( Dong et al., 2019b ) Untargeted, Targeted � ∞ Specific decision 2019 

Wieland( Brendel et al., 2019 ) Untargeted, Targeted � 0 , � 2 , � ∞ Specific decision 2019 

BayesOpt( Ru et al., 2020 ) Untargeted, Targeted � 2 Specific score 2020 

DFO Meunier et al. (2019) Untargeted, Targeted � ∞ Specific score 2020 

Meta Attack( Du et al., 2019 ) Untargeted, Targeted � 2 Specific score 2020 

Attack on Attention( Chen et al., 2022a ) Untargeted, Targeted � 2 , � ∞ Specific attention 2020 

Aha( Li et al., 2021a ) Untargeted, Targeted � 2 Specific decision 2021 

Simulator Attack( Ma et al., 2021 ) Untargeted, Targeted � 2 , � ∞ Specific score 2021 

Derivative-free( Yang and Long, 2021 ) Untargeted, Targeted � 2 , � ∞ Specific score 2021 

data-free UAP( Zhang et al., 2021 ) Untargeted, Targeted � ∞ Universal score 2021 

Table 4 

Geometric-transformation-based attacks. 

Attack Target/Untargeted Norm Black/White Category Year 

ManiFool( Kanbak et al., 2018 ) Untargeted � ∞ White geometric-transformation 2018 

stAdv( Xiao et al., 2018 ) Untargeted, targeted � 2 White geometric-transformation 2018 

DIM( Xie et al., 2019 ) Untargeted � ∞ White gradient, geometric-transformation 2019 

TIM( Dong et al., 2019a ) Untargeted, targeted � ∞ White gradient, geometric-transformation 2019 

SIM( Lin et al., 2020 ) Untargeted � ∞ White gradient, geometric-transformation 2020 

CIM( Yang et al., 2021 ) Untargeted � 2 , � ∞ White geometric-transformation 2021 

Admix( Wang et al., 2021a ) Untargeted � ∞ White geometric-transformation 2021 

AITL( Yuan et al., 2021b ) Targeted � ∞ Black transfer, geometric-transformation 2021 

AVA( Tian et al., 2021 ) Targeted � ∞ Black transfer, geometric-transformation 2021 
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he principle applied is geometric transformation invariance. 

he geometric-transformation-based attack steps usually need 

odified gradient updates and input transformations. 

In Table 4 , we summarize and conclude some of the geometric- 

ransformation-based attacks. Recent studies like Lin et al. (2020) ; 

ang et al. (2021) have obtained higher attack performance by 

mploying more efficient geometric transformations. At the same 

ime, Tian et al. (2021) introduced the approach of vignetting, a 

ery natural and unobtrusive processing, to carry out the attack, 

aining an excellent attack practicability. In addition, the pertur- 

ation norm of various geometric-transformation-based attacks is 

ften ∞ due to the specificity of geometric changes on image mod- 

fications. Note that all attacks based on geometric transformations 

re specific, because the geometric transformations that cause er- 

ors in the classification of different models are not the same. Also, 

ultiple interactions with the model are required to obtain a more 

fficient transformation, so all attacks in this category are iterative. 

Inspired by data enhancement, Xie et al. proposed DIM 

 Xie et al., 2019 ), which improves the transferability of adversar- 

al samples by creating diverse input patterns, ranging over flip- 

ing, rotating, cropping and scaling of images. In the actual at- 

ack process, DIM can be improved based on momentum, with 

I-FGSM ( Dong et al., 2018 ), etc. obtained good attack effect. 

ong et al. (2019a) proposed a translation-invariant attack method 

IM, which makes the attacked model less sensitive to the classi- 

cation of the corresponding adversarial samples by translational 

ransformation of the adversarial samples, resulting in the im- 

roved transferability of the adversarial samples. This attack is ap- 

licable to any gradient optimization attack method by performing 

 convolution operation before the gradient is applied to the origi- 

al image. The authors also suggest that TI-DIM has the best attack 
8 
erformance and that the gaussian kernel is the best choice for the 

onvolution operation. 

SIM: Since DNNs are scaling invariant, Lin et al. (2020) improves 

he transferability of the adversarial samples by optimizing the ad- 

ersarial perturbation on the transformed image copy, i.e., using 

he average gradient of the transformed image instead of the cur- 

ently computed gradient. Also the authors introduce the nesterov 

ccelerated gradient into the iterative gradient-based attack, thus 

ffectively look forward, and improve the transferability of adver- 

arial examples. The authors propose SI-NI-TI-DIM (Scaling Invari- 

nt, Nesterov Iterative FGSM Integrated Translational Invariance Di- 

ersity Input Method), which can achieve an average success rate 

f 93.1% in the black-box setting. 

Admix: Unlike the previous input transformation based meth- 

ds, Yang et al. (2021) achieves a better attack generalization ca- 

ability by mixing up multiple image samples in a master-slave 

anner and proposing no blending of labels. Among them, Admix 

akes the sample points closer to the decision boundary by using 

nformation from other classes in order to obtain better gradient 

nformation to achieve counterattack. The authors perform the at- 

ack by combining admix and MI-FGSM and achieve a 5–10% im- 

rovement in the success rate of the attack on the current bench- 

ark. 

. Construction of knowledge graph 

Knowledge graph is a large-scale semantic network, an abstract 

escription of the real world, by structuring heterogeneous knowl- 

dge in a domain in order to build connections between knowl- 

dge. By constructing a knowledge graph, we can observe the de- 

elopment in this field. 
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In this section, we use VOSviewer, an information visualiza- 

ion technique and tool for dynamic network analysis, to construct 

nowledge graph of the adversarial attack domain for the visual- 

zation and analysis work of the field in the later sections. First, 

e introduce the theoretical basis of knowledge graph construc- 

ion. Then, we collect and process the required source data, and 

how the node structure of the knowledge graph. Moreover, we 

riefly define the relevant parameters in the construction of the 

nowledge graph. 

.1. Theoretical basis 

We use VOSviewer based on citation analysis and co-citation 

nalysis to create theoretical models that map from the “knowl- 

dge base” to the “research frontier” and use time-sliced snapshots 

o show the evolution of the research field. It can be used to detect 

nd visualize emerging trends and sudden changes in �(t) over 

ime. It is broadly defined as follows. 

(t) : �(t) → �(t) 
(t) = { term | term ∈ S title ∪ S abstract ∪ S descriptor 

∪ S identifier ∧ IsHotTopic ( term, t) } 
(t) = { article | term ∈ �(t) ∧ term ∈ article 0 

∧ article 0 → article } 

(5) 

Where �(t) is a set of research-front terms associated with 

rends and emergence at time t , and �(t) consists of the set of ar-

icles cited by articles that found research-front terms. S title repre- 

ents a set of title terms, IsHotTopic ( term, t) denotes a Boolean 

unction, and article 0 → article indicates that article 0 cites the 

rticle . 

By measuring the literature (set) in the field of adversarial at- 

acks, it is possible to explore the critical paths and knowledge 

urning points in this field, and to form a series of visual maps 

o analyze the potential dynamic mechanisms of disciplinary evo- 

ution and detect the frontiers of disciplinary development. 

.2. Data sources and pre-processing 

According to the data source requirements of VOSviewer, Sco- 

us was selected as the literature search engine. In the search, we 

elected “Adversarial attack” as the search topic, filtered the litera- 

ure type as “Article” and “Survey ”. The time range was selected as 

ll. We refined and eliminated articles that were not related to the 

opic, and finally obtained 5923 records. The data collection time 

as March 7, 2022. 

To meet the structure requirements of VOSviewer for the 

nowledge graph nodes, we check and reconstruct the data nodes. 

he format of the data nodes used for data information processing 

n VOSviewer is shown in Table 5 . 

.3. Parameter definition 

Node size. The size of a node reflects the size of the number 

f nodes referenced by other nodes. In order to ensure the rea- 

onableness of the image information display, the node size corre- 

ponds to the number of nodes differently for different images. 

Node betweenness centrality. The betweenness centrality is used 

n VOSviewer to measure the importance of a node in the network, 

nd more connections mean that the node has a higher node cen- 

rality. In this knowledge graph building, we use the entropy cosine 

istance to calculate the connection strength between nodes: 

osine 
(
C y , S i , S j 

)
= 

C i j √ 

S i S j 
(6) 
9 
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Table 6 

Co-citation index top10. 

No. Year Paper Title Co-citation Index WOS Citation Counts 

1 2017 Towards Evaluating the Robustness of Neural Networks( Carlini and Wagner, 2017 ) 371 1425 

2 2016 DeepFool: a simple and accurate method to fool deep neural networks( Moosavi-Dezfooli et al., 2016 ) 255 1038 

3 2016 The Limitations of Deep Learning in Adversarial Settings( papernot et al., 2016 ) 249 1018 

4 2016 Distillation as a Defense to Adversarial Perturbations against Deep Neural Networks( Papernot et al., 2016 ) 187 704 

5 2017 Practical Black-Box Attacks against Machine Learning( Papernot et al., 2017 ) 180 768 

6 2017 Universal adversarial perturbations( Moosavi-Dezfooli et al., 2017 ) 141 415 

7 2018 Boosting Adversarial Attacks with Momentum( Dong et al., 2018 ) 132 317 

8 2018 Threat of Adversarial Attacks on Deep Learning in Computer Vision: A Survey( Akhtar and Mian, 2018 ) 130 405 

9 2016 Deep Residual Learning for Image Recognition( He et al., 2016 ) 121 20,397 

10 2019 One Pixel Attack for Fooling Deep Neural Networks( Su et al., 2019 ) 99 326 

Table 7 

Burst keyword list. 

Keywords Strength Begin End 2012–2022 

adversarial risk analysis 4.24 2012 2018 

scheme 2.58 2012 2019 

wireless sensor network 2.57 2013 2019 

evasion attack 4.35 2014 2018 

privacy 3.23 2014 2019 

cyber-physical system 3.48 2017 2019 

security 9.68 2018 2020 

robustness 5.12 2018 2020 

algorithm 4.14 2018 2020 

strategy 3.77 2018 2019 

malware detection 5.73 2019 2020 

computational modeling 6.48 2020 2022 

generative adversarial network 6.14 2020 2022 
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Fig. 4. The number of articles published in the field of adversarial attacks in 2011–

2021. 
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here S i is the frequency of occurrence of i , S j is the frequency of

ccurrence of j, and C i j is the number of co-occurrence of i and j.

ach value is normalized between 0 and 1. 

Co-citation index . Two (or more) papers are considered to con- 

titute a co-citation relationship when they are simultaneously 

ited by one or more subsequent papers, and frequent co-citations 

ndicate that they share a relevant research topic ( Small, 1973 ). In 

he calculation of the co-citation index in this paper, if literature 

 cites both C and D, then C and D are co-cited, and the number

f documents citing both is called co-citation intensity, which is 1. 

f literature A and B cite C, D and E, then C, D and E are co-cited,

nd the co-citation intensity is 2, and so on. The co-citation index 

f each node is the sum of all co-citation intensities of that node, 

nd we used it in Table 6 . The co-citation relationship of literature 

hanges over time, and the development and evolutionary dynam- 

cs of a discipline can be explored through literature co-citation 

etwork studies. 

WOS citation counts . We also refer to the number of citations in 

he literature search results in Web of Science for additional anal- 

sis of the importance of the literature to improve the reference 

alue of the relevant literature, and we use it in Table 6 . 

Keyword bursty strength . We introduce keyword emergence de- 

ection to detect large changes in the number of citations at a 

ertain time, to find the decline or rise of a particular term or 

eyword. For the calculation of keyword emergence strength, we 

ses the Klein-berg algorithm ( Kleinberg, 2003 ), which we used in 

able 7 . 

Based on the above theoretical basis of disciplinary develop- 

ent paths and standard nodal manipulation of literature data, we 

isualize and analyze the development in the field of counterat- 

ack by constructing a knowledge graph in Section 6 . Through the 

stablishment of the above knowledge graphs, we can more con- 

eniently understand the development in the field of adversarial 

ttacks. 
10 
. Field visualization 

In this section, we perform graph construction for the adversar- 

al attack field based on the law of knowledge graph construction 

n the above section, and visualize and trend analysis for the corre- 

ponding graphs. Specifically, we 1) analyze the publication of pa- 

ers covering time, geography, and publication distribution 6.1 , 2) 

how institution and author collaborations 6.2 , and 3) summarize 

he more instructive and influential papers in the field 6.3 . In the 

gures, different node colors represent different clusters in which 

bjects in the same cluster are similar to each other. 

.1. Article publication analysis 

In this section, we visualize and analyze the publication of arti- 

les related to the field of adversarial attacks based on the distri- 

ution of publications in time 6.1.1 , the distribution of publication 

egions in source 6.1.2 , and the distribution of publication journals 

n source 6.1.3 . By getting an overview of the publication situation 

n the field, we can effectively and intuitively grasp the overall de- 

elopment in the field of adversarial attacks. 

.1.1. Time distribution 

Since the number of publications in the field of adversarial at- 

acks was less than ten before 2010, for the sake of clear data dis- 

lay, only articles after 2011 were analyzed. The distribution of re- 

earch papers in the field of adversarial attacks in time is shown 

n Fig. 4 . The phenomenon of adversarial sample was first discov- 

red and proposed ( Szegedy et al., 2014 ) in 2013, which triggered a 

trong research enthusiasm among researchers. From 2013 to 2017, 

orks about adversarial attacks had a slow but steady publication 

nd field development. After 2017, the field research entered a new 

hase of development, manifested in a strong rise in research en- 

husiasm. The research work in this field has shown a rapid growth 

rend and has not yet reached its peak. Based on the number of ar- 
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Fig. 5. The number of articles published by countries. 
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2 H5-index is the h-index for articles published in the last 5 complete years. 

Source: google scholar. 
icles published since 2022, the number of published studies in the 

eld of adversarial attacks will reach more than two thousand in 

022. It is evident that adversarial attack research is still a great 

esearch hotspot at present. 

.1.2. Geographical distribution 

Figure 6 presents the distribution of the field of adversarial at- 

acks and the cooperation relationship between scholars from dif- 

erent countries, which was made using the visualization tool Bib- 

ioshiny ( Aria and Cuccurullo, 2017 ) because of its preeminence 

n geographic visualization. It involves 87 countries and regions, 

nd the connecting lines represent the cooperation relationship be- 

ween countries. The color represents the number of documents by 

he country, and the most number of articles issued is China, with 

78 articles. The connections between nodes represents the cen- 

rality of country studies, and it can be seen that the United States 

as obtained a higher centrality with fewer publications (481), i.e., 

he United States has the most collaborations with other countries. 

n addition, countries such as Australia (90), India (84), Italy (81), 

outh Korea (77), England (77), Canada (62), Spain (51), and Sin- 

apore (50) have more than 50 publications as shown in Fig. 5 , 

hich shows the article distribution and proportion of articles in 

ifferent countries. 

Based on the geographical distribution, it can be seen that 

hina and the United States have the leading position in terms of 

he number of publications in this field, and there is a considerable 

mount of research in the field of adversarial attacks in all major 

ountries and regions in the world, which proves that adversarial 

ttacks and the corresponding security research work are widely 

alued worldwide; research in this field have not become difficult 

or national boundaries, and the cooperation between countries 

s frequent and intensive. The above shows that the relevant re- 

earch has a good internationalization, which makes the academic 

esearch in the field develop in a healthy way. 

.1.3. Published sources distribution 

The source of articles indicates the publication situation of the 

iterature published about adversarial attacks in different publi- 

ations. Due to the rapidly evolving character of the field of ad- 

ersarial attacks, unlike the publication of articles in other fields, 

any articles related to the field are published in conferences as 

 way to present the research results of scholars in a timely man- 

er and to promote academic communication in the field. There- 

ore, in this analysis of publication sources, we will combine jour- 

al and conference together. After combining the conferences, we 

se VOSviewer to construct a network of publication sources. We 

ltered journals with more than 5 publications in total and more 

han 300 total citations, and finally obtained 23 publication results, 

s shown in Fig. 7 , where the size of the node indicates the influ-

nce strength of that node. 
11 
We can see that conference-type publication sources have an 

mportant place and role in the field of adversarial attacks, with 

igh-impact conferences including CVPR (h5 2 :356), ICLR (h5:253), 

IPS (h5:245), ICML (h5:204), ICCV (h5:197), AAAI (h5:157), IJCAI 

h5:105), KDD (h5:104) and so on. It can be seen that conferences 

hat are very important in the field of computing are also im- 

ortant for the field of adversarial attacks. In addition, classical 

ournals such as Information Sciences (h5:113), Pattern Recognition 

h5:99), IEEE Transactions On Information Forensics And Security 

h5:92), IEEE Transactions On Dependable And Secure Computing 

h5:59) have also become important publications in this field. In 

otal, there are 1651 articles published in journals and 4143 papers 

ublished in conferences (containing 240 reviews). Meanwhile, the 

onference has newer publications in the field of adversarial at- 

acks, as seen in the colors. 

.2. Collaboration network analysis 

We visualize and analyze the collaboration networks concerning 

dversarial attacks in this section, containing the institution collab- 

ration network 6.2.1 and the author collaboration network 6.2.2 . 

he visual analysis of institution and author collaboration networks 

n the field allows us to grasp the collaboration preferences and 

ifference analysis among different institutions and authors, and 

se it to understand the research segmentation of related institu- 

ions and teams. 

.2.1. Institution collaboration network 

After filtering, a total of 1105 research institutions appear in the 

eld of adversarial attacks. To obtain a clearer picture of the insti- 

ution collaboration network, we refine the nodes that appear in 

he institution collaboration network, making the thresholds of the 

inimum number of articles is 5 as well as the minimum number 

f citations is 30. Fig. 8 presents the distribution of the network of 

esearch institutions in the field and their collaboration informa- 

ion, which covers 82 research institutions. 

The three research institutions with the highest number of pub- 

ications in the field are Chinese Acad. Sci., Zhejiang Univ., and 

uangzhou Univ., with 35, 31, and 26 publications, respectively. It 

an be seen that there are a considerable number of research in- 

titutions in the field of adversarial attacks, and there is no aca- 

emic monopoly; the cooperation links between different institu- 

ions are extensive and intensive, and the enthusiasm of coopera- 

ion between institutions is high. 

.2.2. Author collaboration network 

After filtering, a total of 10,124 authors appear in the field of 

dversarial attacks. To obtain a clearer picture of the author collab- 

ration network, we refine the nodes that appear in the author col- 

aboration network, making the thresholds of the minimum num- 

er of articles is 2 and the minimum number of citations is 350. 

inally, we obtain the author collaboration network as shown in 

ig. 9 , which embraces 112 authors with 11 clusters. The scholars 

ith more publications include Chen, Biggio, Tondi, Roli, Guizani, 

u, Hyun, Choi, Zheng, Hyunson etc., all published more than 8 

apers, but only accounted for 4.83% of all authors with 2 or more 

apers, and the difference in the number of papers published be- 

ween each other was not significant. In terms of the number of 

uthors cited, Wagner, Carlini, Biggio, Roli, Li etc. have a higher in- 

uence in the field, with more than 20 0 0 citations. 
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Fig. 6. Geographical distribution of field cooperation relations. 

Fig. 7. Publication Source Network. 

Fig. 8. Distribution of research institutions. 
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Fig. 10. Co-cited article network. 
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.3. Key article analysis 

We provide a visual analysis of key articles pertaining to ad- 

ersarial attacks in this section. By summarizing and analyzing key 

hapters in the development of the field, we can better understand 

he key research content and academically important nodes in the 

eld as a way to provide relevant researchers with an valuable 

upplement to the background of the field. 

Figure 10 presents the co-citation of key articles in the field. 

he co-citation refers to two (or more) papers being cited by one 
12 
r more later papers at the same time. The size of the node repre- 

ents the frequency of the cited literature, and the larger the node, 

he more frequent it is. The literature with more occurrences rep- 

esents the research focus of the field. In order to keep the rela- 

ionship between the nodes in the network clear, only the nodes 

ith the highest frequency are marked. 

The analysis shows that there is a high number of litera- 

ure with a high number of citations. Papernot et al. (2016) pro- 

osed target attack JSMA, which uses Jacobi matrices to compute 

 significant graph from input to output to achieve misclassifi- 

ation by modifying only a small number of input values. They 

 Papernot et al., 2016 ) also make the model more robust to per-

urbations by using the knowledge extracted during distillation to 

educe the magnitude of the adversarial samples generated by the 
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Fig. 11. Keyword Network. 
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ttacker using the gradient. Carlini and Wagner (2017) demonstrate 

hat defensive distillation does not significantly improve the ro- 

ustness of the model and propose a superior effect targeted attack 

pproach C&W. Moosavi-Dezfooli et al. (2016) proposed the untar- 

eted attack algorithm DeepFool, whose goal is to seek minimal 

erturbations to achieve the goal of generating adversarial sam- 

les. Papernot et al. (2017) implemented black-box attacks by gen- 

rating substitute models to simulate the decision boundaries of 

he approximated attacked model, etc. 

Table 6 shows the top ten articles with co-citation index, the 

alculation of which is described in detail in Section 5.3 . 

. Trends and directions 

In this section, we present some research trends and research 

irections in the area of adversarial attacks based on the results of 

eyword dwtection analysis. 

.1. Trends by keyword detection analysis 

We visualize and analyze keywords in the field of adversar- 

al attacks in this section, with the field keyword network and 

mergence, and keywords based on the attack-related papers un- 

er each taxonomy. By analyzing the keywords in the field, we can 

isualize the key content of development under this field. The key- 

ord analysis of attack literature based on taxonomy allows us to 

rasp the key trends and directions researchers are focusing on in 

heir attack exploration. 

.1.1. Field keywords 

We performed keyword detection analysis on the development 

egarding adversarial attack, and the generated keyword citation 

istribution is shown in Fig. 11 , containing 6 clusters and 153 key- 

ords. From the keyword citation distribution, we can understand 

he hot content of research in the field. 

The green cluster represented by the keywords “Deep Learn- 

ng”, “Computer Vision” and “Attack Model” show the theoretical 

asis and mathematical models for adversarial attacks, which in- 

icate that the development of the whole field is based on the 

ramework of deep neural network learning, and focuses more on 

omputer vision. It can be found that image processing-based tasks 

“Object Detection” and “Face Recognition”) are important hotspots 

n the field. The red cluster represented by the keywords “Net- 

ork Security”, “Computer Crime”, and “Privacy By Design” show 

he research objectives in the field of adversarial attacks. The red 

luster shows the research goals about adversarial attacks, which 

re to enhance the application value of deep neural networks in 
13 
ecurity-critical areas and to reduce the damage caused by mali- 

ious perturbations. In addition, the red cluster also indicates the 

mportance of system design in the field. The yellow cluster rep- 

esented by the keywords “Machine Learning”, “Learning Systems”, 

nd “Training Data” show the importance of learning with regards 

o adversarial attacks, which is reflected in the fact that the con- 

uct of adversarial attacks improves the robustness of the model, 

y ways of learning, and depending on the quality of the train- 

ng data. The blue cluster represented by “Classification”, “Convolu- 

ional Neural Networks”, and “Forecasting” reflect that in the cur- 

ent adversarial learning field, the models used are mainly struc- 

ured as convolutional neural networks, and the tasks of the mod- 

ls are mainly focused on classification and prediction tasks, which 

s in line with the development characteristics of this field. The 

lue cluster also includes the keywords “performance” and “Bench- 

ark Datasets”, showing the importance of being able to compare 

he attack performance of the models in the evaluation of the ex- 

erimental training effects. Purple clustering, represented by the 

eywords “Robustness”, “Classification Accuracy”, and “Big Data”, 

hows the task characteristics in the field of adversarial attacks, in- 

luding better measuring the robustness of a model, improving the 

lassification accuracy of a model, and improving the ability of a 

odel to cope with potential security problems in big data. The 

yan clustering represented by the keywords “Different Attacks”

nd “Defense Strategy” shows the breadth of the development of 

dversarial attacks. By continuously exploring more types of at- 

acks to better discover the defects of the model, and by proposing 

orresponding defense strategy in the face of different attacks, the 

obustness of the model is improved. 

In addition, we apply keyword emergence detection methods to 

valuate the content of research hotspots with emergence in the 

eld of adversarial attacks. Table 7 presents the analysis of key- 

ord burst in the adversarial attack domain. We uses the Klein- 

erg ( Kleinberg, 2003 ) algorithm to detect word frequency. This 

lgorithm was proposed by Kleinberg, which is based on text data 

ining technology and aims to discover the sudden increase of a 

ertain research direction in a certain research field over a period 

f time. 

As we can see from Table 7 , the evaluation of the risk of the

odel, the enhancement of security and the protection of privacy 

re important goals of the development in the field of counterat- 

ack in recent years. Meanwhile, research topics targeting cyber- 

hysical system and malware detection are more novel beyond the 

eld of image. In addition, the introduction of generative adver- 

arial network and the construction of computational model has 

ecome a hot issue in research in the past two years in order to 

btain better attack effects. 

.1.2. Taxonomy based attack strategy keywords 

Taxonomy-based attack strategy research is a more common 

nd systematic approach in the field of adversarial attacks. In this 

ection, we use the visual analysis of keyword graphs of taxonomy- 

ased attack strategies to explore the hotspots of field research un- 

er different attack taxonomies. Among them, the taxonomy of at- 

acks mainly includes 1) gradient-based attack, 2) transfer-based 

ttack, 3) score-based attack and 4) geometric- transformation- 

ased attack. In the following, we will explore the hotspots of 

ttack strategies based on the above taxonomy through Figure 12 , 

here the nodes in yellow have the latest average year of publica- 

ion. 

Figure 12 (a) shows the keyword distribution of the gradient- 

ased attack study. From the figure we can see that the attack 

trategy focuses more on the gradient strategy, which achieves 

etter attack performance through a better gradient optimization 

trategy. Meanwhile, in the process of using gradient, the more ef- 

ective way is to use projected gradient. It is experimentally proven 
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Fig. 12. Keyword networks of adversarial attacks based on taxonomy. 
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adry et al. (2018) that this way can obtain excellent model per- 

ormance. In addition, gradient-based attacks are usually consid- 

red as white-box attacks, but in recent research scholars are more 

illing to explore attacks in black-box settings. Better black-box 

ttack effects have better practical applications. Fig. 12 (b) shows 

he distribution of keywords for the transfer-based attack study. 

rom the figure, we can observe that transfer learning is an im- 

ortant step in this kind of attack strategy, namely, by way of 

uilding a learning system. Moreover, in addition to transferring 

or models, scholars also focus on transferring strategies about 

ata, such as original data before adding perturbation and adver- 

arial samples after perturbation. Moreover, transfer-based attack 

ocuses more on knowledge management and shows strong inter- 

st in large datasets. Fig. 12 (c) shows the distribution of keywords 

or the score-based attack study. From the figure we can see that 

he confidence score is the keyword that appears more often in 

omparison, which is due to the implementation principle of this 

ttack strategy. In order to interfere with the confidence score of 

igher mislabeling, the iterative method is also focused on. In ad- 

ition, to reduce the number of queries to the target model, score- 

ased attacks often employ the structure of generative adversar- 

al network to train out substitute models. Fig. 12 (d) shows the 

istribution of keywords for the geometric-transformation-based 

ttack study. From the figure, we can see that finding invariant 

eatures becomes the focus of this attack strategy. A more effec- 

ive and practical geometric transformation is used to achieve a 

ore enhanced attack performance. In addition, inspired by en- 

ancement learning, scholars also adopt the strategy of image 

nhancement to enlarge the training set of the attack model, 

hich can correspondingly improve the robustness of the target 

odel. 
14 
.2. Research directions 

Although there has been great progress in the field of adversar- 

al attacks, we can still find many research trends and aspects wor- 

hy of attention in the above analysis. On the one hand, in terms 

f models, better attack accuracy, transfer capability, and black-box 

apability become the main directions for model improvement. On 

he other hand, in order to enable further applications of deep 

eural networks in security critical areas, the models need to have 

etter robustness, by implementing more effective defense strate- 

ies, etc. In addition, more application scenarios, neural network 

ypes should also be focused. 

New application scenarios. As shown in the above discussion, 

dversarial attacks have gained more progress in scenario of im- 

ge classification and recognition. Moreover, in the analysis of key- 

ord detection in the field, it can be found that a considerable 

umber of scholars are already focusing on application scenarios 

eyond images. Therefore, we can start from the study of images 

nd gradually find the application points of adversarial attacks in 

raph, NLP and video and other related scenarios, based on the 

ature techniques of adversarial attacks in the image domain. By 

ontinuously exploring new application scenarios, we can obtain 

he robustness of the model in different scenarios as a way to 

mprove the application value of deep neural networks in secu- 

ity critical areas. New networks for attacks. Convolutional neural 

etwork shows powerful performance in classification and predic- 

ion tasks in the image domain, and thus CNN-based adversarial 

ttacks are currently the mainstream of field development. In ad- 

ition to the network structure of CNN, there are also other types 

f network structures, including recurrent neural network (RNN), 

eural networks for reinforcement learning, etc. However, there is 
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ess research work on adversarial attacks for other types of net- 

ork structures, and the diversity of research in the field of adver- 

arial attacks in terms of network types is lacking. Therefore, start- 

ng from networks used for image classification, related researchers 

an focus more on network types such as RNN and neural net- 

orks in reinforcement learning to improve the security and ro- 

ustness of different neural network types. More efficient adversar- 

al attack networks. In Szegedy et al. (2014) , the authors first turned 

he process of finding adversarial perturbations into solving convex 

ptimization problems. Since then, many researchers have used 

ifferent techniques to apply in convex optimization as a way to 

btain better attack efficiency in adversarial attack networks. Start- 

ng from primitive optimization methods, to using strategies such 

s meta learning to optimize queries for adversarial networks. De- 

pite the tremendous progress in current research work, there are 

till many attack strategies that fail to achieve the desired attack 

ffect for different network types, different model settings, and dif- 

erent quantities of resources provided. Therefore, researchers can 

ook for newer techniques to be applied to convex optimization to 

nhance the attack efficiency of adversarial attack networks in dif- 

erent settings. Adversarial defense strategies. The proposal of vari- 

us efficient attack strategies represents more security vulnerabil- 

ties about deep neural networks are discovered. To enhance the 

ecurity of the model, each attack method has a corresponding 

ounter defense strategy. Thus, the security of neural networks is 

mproved by proposing more effective adversarial defense strate- 

ies to resist more enhanced attack methods. Generative Adversarial 

etwork (GAN). The introduction of GAN has brought a great deal 

f research interest to the community and has produced different 

ariants to suit different application settings. With GAN networks, 

nputting known data, computers can learn and create completely 

ew synthetic data and use it to train more effective models. Based 

n the innovative features of GAN, by combining GAN with ad- 

ersarial attack research, it is possible to simultaneously construct 

ore effective adversarial samples and implement defense strate- 

ies that make the model more robust. Evaluation. One of the goals 

f adversarial samples is to improve the robustness of DNNs. The 

obustness of a model can be assessed by measuring the effective- 

ess of the attack on the model. Therefore, looking for an evalua- 

ion method that accurately assesses the effectiveness of an attack 

ethod or defense strategy can better measure the robustness of a 

odel. 

. Conclusion 

The adversarial sample phenomenon has become a non- 

egligible obstacle for the application of deep learning networks 

n safety-critical areas. In this paper, we provide an in-depth and 

omprehensive review of adversarial attacks in the field of com- 

uter vision. We summarize the attack strategies based on a re- 

ned taxonomy. Also, to better explore the development status of 

he adversarial attacks field, we visualize and analyze the field lit- 

rature using knowledge graphs and conclude field trends using 

eyword detection. Research directions with value and practical 

mplications are proposed based on a comprehensive field analysis 

rom various perspectives such as model improvement and appli- 

ation. 

In this paper, we intend to provide researchers in computer vi- 

ion with guidance on the research of adversarial attacks. How- 

ver, due to the limitations of the research scope, newly pro- 

osed adversarial attacks in scenarios such as natural language 

rocessing, graphs, speech recognition, etc. have not been re- 

iewed and visually analyzed, which awaits more future work to 

omplete. 
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