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A B S T R A C T   

There is high demand for heavy equipment in civil infrastructure projects and their performance is a determinant 
of the successful delivery of site operations. Although manufacturers provide equipment performance hand
books, additional monitoring mechanisms are required to depart from measuring performance on the sole basis 
of unit cost for moved materials. Vision-based tracking and pose estimation can facilitate site performance 
monitoring. This research develops several regression-based deep neural networks (DNNs) to monitor equipment 
with the aim of ensuring safety, productivity, sustainability and quality of equipment operations. Annotated 
image libraries are used to train and test several backbone architectures. Experimental results reveal the pre
cision of DNNs with depthwise separable convolutions and computational efficiency of DNNs with channel 
shuffle. This research provides scientific utility by developing a method for equipment pose estimation with the 
ability to detect anatomical angles and critical keypoints. The practical utility of this study is the provision of 
potentials to influence current practice of articulated machinery monitoring in projects.   

1. Introduction 

Interactions between equipment and human in construction and civil 
infrastructure projects create unique and dynamic production environ
ments [1]. Arrays of sensing and vision systems are transforming con
struction production into cyber physical systems where self-awareness 
and context-awareness are improved significantly [2]. Equipment op
erations in contemporary site environments are pivotal to achieving 
project deliverables and hence the optimization of performance in the 
new era of industry 4.0 [3]. Modern equipment performance monitoring 
should be intelligent and analyze the machine anatomy and project 
contexts in which equipment is operating [4]. Different equipment poses 
in proximity of overhead powerlines, trenches and moving traffic has 
impacts on equipment performance with certain implications for safety, 
productivity, sustainability and quality of operations [5]. 

A research stream within the construction literature is using object 
detection techniques to locate heavy equipment in site scenes [6]. The 

functionality of object detection is limited by assuming equipment as 
rigid bodies with no relative joint movement. Articulated site equipment 
such as hydraulic excavators, mobile cranes and loaders cannot be 
accurately monitored using only bounding boxes [7]. Accurate keypoint 
detection is necessary for equipment monitoring with the aim of iden
tifying accident risks, productivity bottlenecks and quality/sustainabil
ity issues [8]. Previously, marker-based pose estimation has been 
undertaken by placing AprilTags or Aruco markers on main joints of 
articulated equipment [9]. Although markers are reasonably detectable 
in controlled lab experiments, challenging site conditions such as dusty 
environment with occlusion and poor lighting reduce the efficiency of 
marker detection for articulated machine pose estimation [10]. 

To address this gap, vision-based research for keypoint detection and 
full body pose estimation uses the power of deep neural networks 
(DNNs) in analyzing site scenes [11]. Vision-based detection initiates by 
annotating equipment images to provide ground truth labels of main 
keypoints and features (see Fig. 1). Then image datasets are partitioned 
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to three subsets for training, validation and testing processes. The pro
cesses are run on GPU arrays and many variables including network 
hyperparameters are finetuned to improve the pose estimation perfor
mance [12]. Within the construction literature, networks for human 
pose estimation are often adopted and the process of transfer learning is 
implemented to train networks on equipment images and detect key
points of interest [13]. Adjusting network architectures and finetuning 
hyperparameters are some of the necessary steps to achieve good quality 
pose estimation through networks that are not natively developed for 
construction scenes [14]. 

The current study develops regression-based networks for anatom
ical analysis of articulated equipment in civil infrastructure projects. For 
this purpose, two annotated image libraries of earthmoving equipment 
are used to train regression-based DNNs. Three backbone architectures 
are implemented and their performance are evaluated in terms of 
training time requirements and error metrics such as loss, RMSE and 
normalized error (NE). Several experiments are performed to yield the 
optimum pose estimation performance. The proposed workflow and 
results lay the foundation to conduct anatomical analysis of articulated 
site equipment. 

The structure of the paper is as follows. Section 2 focuses on relevant 
background research and advancements in equipment pose estimation. 
Section 3 explains the methods and formulates research questions that 
govern this study. Section 4 provides experimental results and main 
findings. Section 5 focuses on interpretation of results and implications 

for safety, productivity, sustainability and quality of site operations. 
Conclusions, research limitations and opportunities for future research 
are presented in Section 6. 

2. Background 

Civil infrastructure projects are production environments in which 
machine-worker teams interact to generate intended outputs [15]. Site 
equipment role in achieving project targets in terms of safety, quality, 
productivity and sustainability is significant. Previous research has 
focused on equipment physics and efficient monitoring to enhance 
performance [16]. Using computer vision and pose estimation tech
niques are proved to be efficient for equipment monitoring in civil 
infrastructure projects [10]. The following sections of this paper provide 
background information on the necessity of monitoring equipment 
physics, important visual features for use in deep neural networks, and 
advancements in deep learning for performance analysis of site 
equipment. 

2.1. Performance analysis of site equipment 

Civil infrastructure projects are resource-intensive environments in 
which heavy equipment is an important production agent [17]. Equip
ment manufacturer’s manual (EMM) is the first point of reference for 
estimating machine performance. However, due to many unique 

Fig. 1. Anatomical clues of the equipment: critical angels (left) and working ranges (right).  

Fig. 2. Map of literature and research links among construction equipment, visual monitoring and project performance.  
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variables involved in worksites, performance estimations made through 
EMM is often misleading [18]. An additional source of inaccuracy is the 
prevalent assumption in EMMs regarding 100% efficiency in operations 
[19]. A potential solution is to continuously analyze equipment per
formance and movements within the context of projects. This is 
achievable through several techniques such as sensor array deployment 
[20], tag-based monitoring [21] and vision-based pose estimation [22]. 
Detection of keypoints using sensors, Aruco mrkers and AprilTags has 
been the mainstream practice in manufacturing due to the precision and 
robustness of estimations in controlled factory environments [23]. 
However, high levels of noise, vibration, occlusion and dust in con
struction sites reduce efficacy of scene understanding [24]. Conse
quently, using computer vision techniques is gaining momentum to 
analyze equipment performance and movements within the context of 

projects. Such techniques often use image features to undertake key
point detection and equipment pose estimation. 

2.2. Important visual features of site equipment 

Site equipment in civil infrastructure projects can be categorized into 
articulated and rigid body variants [25]. Anatomy of certain equipment 
such as haulers, drum compactors and pneumatic rollers does not allow 
relative movements of joints and therefore rigid body models provide 
some reasonable representations of the equipment. Pose estimation of 
rigid body equipment can be done by detecting main keypoints on cabin, 
tracks/tires, front and rear end [26], however, anatomy of articulated 
equipment allows relative translation and rotation of joints with some 
degrees of freedom. Anatomical interpretation of articulated equipment 
requires anatomical angle analysis and detection of keypoints on bucket, 
arm and boom, as well as cabin, tracks/tires, front and rear ends [27]. 
Analyzing relative member angles can facilitate inference making on 
bucket swings and arm/boom status [28], which has significant impli
cations for safety improvement and productivity gains. As can be seen in 
the map of literature (Fig. 2), mainstream research currently uses 
computer vision techniques to analyze equipment image features for 
performance analysis purposes. 

As Fig. 2 illustrates, construction safety is an important application 
area for computer vision. There are many codes of practice and regu
lations defining safe work requirements for heavy site equipment. For 
example, occupational safety and health administration (OSHA) de
mands maintaining buffer zones around powerlines for safe lifting op
erations using cranes [29]. In this instance, keypoint tracking of boom 
end and hook block is necessary to avoid entering exclusion zones 
around overhead transmission lines and the resultant electrocution 
hazard to equipment operators and bystanders [30]. In addition, pro
ductivity improvements can be achieved by keypoint tracking of exca
vator arm and bucket to detect idleness or interactions with hauler fleets 
[31]. For a further example, operations above and below ground levels 
can cause damages to services and equipment. Keypoint tracking can 
generate timely warning for operators of hydraulic hammers and 

Table 1 
Prior works on pose estimation within the construction context.  

Research methods Description Author 

Synthesized data (unity), 
Multistage Temporal 
Convolutional Network (MS- 
TCN) 

Synthesizing Pose Sequences 
from 3D Assets 

Torres 
Calderon 
et al. [13] 

Gated recurrent unit (GRU) Predict construction machine 
poses based on historical 
motion data and activity 
attributes 

Luo et al. 
[57] 

Stacked hourglass network 
(HG) 

Estimate pose of articulated 
construction robots 

Liang et al. 
[10,56] 

3D pose obtained by matching 
2D information across multi- 
or stereo camera setups 

Annotate 2D Imagery with 3D 
Kinematically Configurable 
Assets of Construction 

Roberts et al. 
[40,63] 

Stacked Hourglass Network 
(HG), Cascaded Pyramid 
Network (CPN), ensemble 
model (HG-CPN) 

Estimate full body pose of 
construction equipment 

Luo et al. 
[11] 

Neural network-based 
estimator 

Vision-based estimation of 
excavator manipulator pose 

Xu et al. [70] 

Part detection, skeleton 
extraction method 

Part-Based Construction 
Equipment Pose Estimation 

Soltani et al. 
[55]  

Fig. 3. Workflow of the anatomical analysis of site equipment.  
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excavators to avoid quality defects and rework requirements [32]. 

2.3. Deep learning for performance analysis of site equipment 

Detection of site entities in previous research has been undertaken 
using deep CNNs. Pretrained networks are often adopted from the 
ImageNet Large Scale Visual Recognition Challenge (ILSVRC). Studies in 
the civil infrastructure field then customize networks to detect site en
tities instead of everyday objects [33]. In typical deep CNNs, layers are 
stacked in specific orders to extract desired prediction outputs from 
image inputs. Network convolutions can detect patterns using different 
kernels [14]. An example is detecting personal protection equipment 
(PPE) for improving safety in civil infrastructure projects with many 
researchers focusing on detecting hardhat, hi-vis vests or site crews in 
exclusion zones [34]. Table 1 provides information about previous 

studies focused on pose estimation of construction equipment. 
A second stream of research has used regression networks to analyze 

tabular site data [35]. Different activation functions enable regression 
networks to model complexities in project environment and make nu
merical predictions rather than classifications [36]. Numerous activa
tion functions are used for this purpose including sigmoid, hyperbolic 
tangent, exponential linear unit and rectified linear unit (ReLU). 
Regression networks use activation layers to filter optimum features in 
input data and pooling layers to shortlist the best features [37]. Previous 
research in this field has used regression-based networks to predict 
numerical values relative to tangible performance metrics [38]. For 
instance, Kassem, et al. [35] predicted the excavated soil volume per day 
using equipment input variables including fuel consumption, bucket 
payload, travel time and vehicle weight. Main input data format to 
regression networks is often tabular and networks do not see input 

Fig. 4. Sample of input data library including site equipment images and geometric information of main joints.  
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images directly. Considering the availability of cameras on most civil 
infrastructure projects, regression-based networks should be more 
effectively used [39]. Hence, the current research aims to conduct 
anatomical analysis of articulated site equipment using regression-based 
networks that analyze a hybrid of imagery and geometric information of 
main joints. 

3. Methods 

To improve performance analysis of site equipment in civil infra
structure projects a workflow is developed to deploy regression-based 
DNNs and conduct anatomical analysis. The three main research steps 
are input data preparation, regression-based modeling and performance 
evaluation/inferencing (see Fig. 3). 

3.1. Input data preparation 

Two image libraries are generated in which equipment keypoints are 
annotated and relevant geometric information are recorded in the 
spreadsheet format. The first image library consists of 1281 images of 
earthmoving equipment published by Luo, et al. [11]. In this image li
brary, detection of keypoints such as cabin, boom, arm and bucket joints 
facilitate pose estimation of equipment and analysis of performance. The 
second image library was built using video footage of earthmoving 
equipment published by Roberts and Golparvar-Fard [40]. Since 
required data for regression-based analysis of keypoints were not readily 
available in this dataset, frames are extracted and annotation of main 
joints for articulated equipment is done. Image data augmentation is 
then implemented to increase the size of the two libraries fivefold. Data 
normalization is conducted on input images to stabilize and also speed 
up the learning process. Network outputs are also normalized using 
batch normalization and sigmoid layers. Fig. 4 shows sample images and 
coordinates of main joints. 

Coordinates of main equipment joints assist in obtaining the required 
ground truth in the training stage. For any three identified joints of the 
equipment (N1,N2,N3), the corresponding angle is calculated using Eq. 
(1). 

Angle =
Arccos

(
N12

2 + N13
2 − N23

2)

2 × N12 × N13
(1)  

where N12, N13 and N23 represent the segment length between the two 
identified joints. For instance, N12 can be computed as, 

N12 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(N1x − N2x)
2
+
(
N1y − N2y

)2
√

(2) 

where x, y are image plane coordinates of the detected equipment 
keypoints. It is worth mentioning that the above equations are only used 
to obtain the ground truth required for training. Understandably, the 
trained networks predict anatomical angles directly. Fig. 5 illustrates a 

breakdown of training data based on anatomical angle distribution. 
Interestingly, an approximate Gaussian distribution is observed due to 
the high prevalence of nonextreme angles during construction site 
works. 

The two image libraries along with linked tabular data of critical 
equipment keypoints and anatomical angles are analyzed using several 
deep neural networks, with the aim of addressing the first research 
question in this study on what anatomical features are most suitable for 
equipment pose estimation in civil infrastructure projects. 

3.2. Regression-based modeling by deep neural networks 

Previous research shows that pretrained networks for human pose 
estimation can be adopted and customized to conduct keypoint detec
tion on-site equipment [41]. However, the heatmaps (gaussian maps) 
that are often used in human pose estimators are disadvantageous on 
several fronts, including limitations in the prediction of anatomical 
angles, their use of computationally expensive upsample layers, the 
necessity of using coordinate refinement to address quantization error, 
and significant performance drop when using low-resolution imagery 
[42]. Downsizing the resolution of images is done as a preprocessing 
step to create a balance between pose estimation performance and pose 
estimation throughput. Therefore, the current research develops 
regression-based DNNs using three different backbone blocks of channel 
shuffle, depthwise separable convolutions, and compound scaling that 
have shown swift and precise performance for pose estimation (see 
Fig. 6). The backbone blocks for anatomical analysis of site equipment 
are repeated in network architectures to extract higher-level features 
using channel shuffle (172 layers), depthwise separable convolutions 
(154 layers), and compound scaling (290 layers). 

The first backbone block in Fig. 6 consists of group convolution and 
channel shuffle layers. Group convolutions reduce computational 
expensiveness of using many dense 1 × 1 convolutions [43]. The 
resultant problem, however, is division of feature maps in the channel 
dimension. The lack of information flow among feature maps results in 
deriving the output from only a portion of input channels [44]. A po
tential solution is to use transpose and reshape operations to shuffle 
channels and rearrange the feature maps [45]. The first group convo
lution (GConv) is a bottleneck layer and squeezes channel numbers 
while the last GConv layer expands channel numbers to become 
consistent with the residual connection [46]. In summary, the channel 
shuffle operation switches output feature maps to minimize computa
tion cost and maximize the detection performance. 

The second (middle) backbone block in Fig. 6 consists of depthwise 
separable convolutions and a projection layer. Depthwise separable 
convolutions are capable of minimizing computations in shallow layers 
of DNNs [47]. The projection layer (bottleneck) is a convolution of 1 × 1 
that reduces channel numbers. Moreover, a variant of rectified linear 
unit (ReLU) is used as the activation function with a maximum magni
tude of 6 (ReLU6). This activation increases the robustness of detection 
performance [48]. The residual connection in the backbone architecture 
improves the gradient flows over the backward pass [49]. 

The third backbone block in Fig. 6 uses compound scaling to deter
mine number of filters in each layer and number of layers in the 
network. Larger image input into this architecture results in having 
more layers and filters to maximize recipient fields for capturing high- 
level patterns [50]. The MBConv layer in this backbone is an inverted 
residual block with additional squeeze and excitation (SE) connections. 
The MBConv layer is routinely used in mobile-optimized DNNs to 
minimize latency in computer vision tasks such as keypoint detection 
and pose estimation [51]. 

Three deep convolutional neural networks are developed using 
backbone blocks of channel shuffle, depthwise separable convolutions 
and compound scaling, which all have regression output layers to 
simultaneously estimate coordinates of main equipment joints and 
anatomical angles. The three regression-based DNNs can extract higher 

Fig. 5. Distribution of anatomical angles in the training dataset.  
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level features via activations of different layers. A visualization of 
network activations can be seen in Fig. 7. 

Performance of the three networks were evaluated and compared to 
address the second research question in this study on whether 
regression-based deep neural networks can optimally handle equipment 
anatomical analysis. 

3.3. Performance evaluation and inferencing 

Several evaluation metrics are used to analyze the performance of 

the three networks in conducting anatomical analysis of articulated site 
equipment. For instance, the loss function for the DNN networks is 
computed using Eq. (3). 

Loss =
1
2
∑φ

j=1

(
gj − pj

)2 (3) 

where φ is the output number, gj is the ground truth value for key
point and pj is the network prediction. Another important evaluation 
metric for keypoint detection is normalized error (NE). 

Fig. 6. Backbone architectures for anatomical analysis of site equipment- Channel shuffle (left), depthwise separable convolutions (middle), and compound 
scaling (right). 
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Normalized error (NE) =
1
n
∑φ

j=1

⃦
⃦gj − pj

⃦
⃦

Δj
(4) 

where Δj represents the image diagonal measurement before 
rescaling. The performance of the three regression-based networks for 
pose estimation of site equipment is also evaluated using RMSE (Eq. (5)). 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑φ

j=1

(
gj − pj

)2

φ

√
√
√
√
√

(5) 

The fourth important performance metric for regression-based DNNs 
is the required time to complete training [52]. Training time depends on 
several variables of the network including the number of floating point 

operations per second (FLOPS), number of network parameters, and 
number of memory accesses [53]. Analysis of the above evaluation 
metrics and prediction errors for the three networks addresses the third 
research question in this study on how well regression-based DNNs 
perform when deployed for full anatomical analysis of articulated 
equipment in civil infrastructure projects. 

In addition to using quantitative evaluation techniques, the three 
developed regression-based models and results were validated using 
face validation [54]. The models for anatomical analysis and the ob
tained results were discussed with the industry partner involved. The 
received feedback confirmed the credibility of the three models and 
correctness of achieved results. 

Fig. 7. Display of the activations of different layers- Comparison of the features learned based on areas of activation shows how channels in earlier layers learn 
simple features and channels in deeper layers learn more complex features. 

Fig. 8. Performance of equipment keypoint detection using regression-based DNN with channel shuffle.  
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Fig. 9. Performance of equipment keypoint detection using regression-based DNN with depthwise separable convolutions.  

Fig. 10. Performance of equipment keypoint detection using regression-based DNN with compound scaling.  
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4. Experimental results 

The two image libraries are analyzed by the three regression-based 
networks, for which the backbone architecture blocks are illustrated in 
Fig. 6. The objective of regression-based analysis is to predict pixel co
ordinates of equipment main joints and relative angles. The pose esti
mation technique based on keypoint detection provides the basis for 
anatomical analysis of site equipment with significant implications for 
safety, productivity, sustainability and quality of operations in civil 
infrastructure projects [55]. The first regression-based DNN with 
channel shuffle architecture is trained using image libraries with data 
augmentation, which resulted in increasing the number of images five
fold. In training all networks 70% of the hybrid imagery and geometric 
information is used. Validation and testing are undertaken using 10% 
and 20% of the input data, respectively. All experiments are performed 
using an Intel Core i7-10750H @ 5.0GHz, 12 MB and NVIDIA Quadro 
RTX 3000. The performance of the DNN with channel shuffle architec
ture can be seen in Fig. 8. 

As Fig. 8 illustrates, critical keypoint detection using the first 
regression-based network yields a decreasing validation RMSE with 
implementation of piecewise drop to the initial learning rate. The 
required training time for the regression-model with channel shuffle is a 
dependent variable to number of model parameters, FLOPS and memory 
access instances. 

The second experimentation on the hybrid imagery and geometric 
information of main joints is undertaken using the DNN model with 
depthwise separable convolutions. Understandably, utilization of the 
ReLU6 activations improves the keypoint detection performance with 
the validation RMSE decreased further (see Fig. 9). However, this 
network requires a longer training time than DNN with channel shuffle. 

The performance of regression-based DNN with compound scaling is 
evaluated in the third experiment. As Fig. 10 illustrates, this backbone 
architecture for anatomical analysis of site equipment yields RMSE 
values higher than the other two networks. Moreover, the compound 
scaling model needs the longest training period on the image libraries. 
Comparison of the three experiments on regression-based DNNs for 
equipment pose estimation proves the superiority of the network with 
depthwise separable convolutions in terms of estimation performance. 
The network with channel shuffle is proved to be the most computa
tionally efficient among the three DNNs. 

In the final round of experiments, learned image features are 
extracted from the three DNNs for anatomical analysis of site equip
ment. Using features to train image regressors is an efficient method to 
harness the representational power of DNNs [56,57]. For instance, 
support vector regression and other regression models can be efficiently 
trained on the extracted image features. Since DNN networks have hi
erarchical representation of all input images, deeper layers often contain 
higher-level features when compared to shallower layers. In order to 
achieve feature representations of images, activations are applied to 
deep layers in the three DNNs containing input features over all spatial 
locations. Then extracted features are used as predictor variables in 
order to fit the optimum regression model. Performance indicators such 
as loss and RMSE are comparable to those achieved in previous exper
iments. Results show the possibility of extracting image features and 
training regressors for in-situ inferencing in civil infrastructure projects 
where access to GPU arrays and state-of-the-art hardware is limited. 

5. Discussion 

Previous studies have used AprilTags and Aruco markers for detec
tion of keypoints on construction site equipment [9]. In addition, vision- 
based studies have adopted algorithms for human pose estimation and 
customized them to detect equipment keypoints [11]. This research 
develops regression-based DNNs for analysis of equipment in civil 
infrastructure projects with focus on anatomical angles and critical 
keypoints. Experimental results show that regression-based DNNs are 

capable of efficiently extracting features from image signals for pose 
estimation of site equipment. Three backbone architectures are tested 
for building deep regression networks and their performance is 
compared using appropriate evaluation metrics such as normalized error 
in detection of critical keypoints (see Fig. 11). 

As can be seen in Fig. 11, the three networks perform well in key
point estimation of equipment joints especially boom_arm, for which the 
lowest NE value of 5.97 × 10− 3 is achieved using the DNN with 
depthwise separable convolutions. This is followed by channel shuffle 
and compound scaling DNNs with NE values of 6.37 × 10− 3 and 7.32 ×
10− 3 respectively. NE values for keypoint detection show an approxi
mate 4% decrease when compared with most recent studies on equip
ment pose estimation. The highest value of NE is associated with 
detection of the intersection of equipment boom and cabin (NE value of 
24.23 × 10− 3 achieved by the DNN with compound scaling). The next 
highest NE values are associated with the two joints of the equipment 
bucket (left and right), for which the best performing DNN with 
depthwise separable convolutions yields NE values of 19.31 × 10− 3 and 
18.72 × 10− 3 respectively. The high values of NE for the previously 
mentioned joints are associated with the occlusion problem caused by 
site materials/entities or the equipment itself (self-occlusion) in many 
images. The performance of the three deep regression-based networks 
for anatomical analysis is also compared in terms of detection speed and 
average error (see Table 2). 

As can be seen in Table 2 the regression-based DNN with channel 
shuffle is the most time efficient network with only 58.44 milliseconds 
spent on detection per image. On the other hand, the DNN with depth
wise separable convolutions yields the minimum average error of 
0.1975 in estimating the equipment anatomical angles. The regression- 
based DNN with depthwise separable convolutions is the second swift 
network with a detection speed of 62.08 milliseconds per image. The 
following sections discuss practical applications of equipment anatom
ical analysis using regression-based DNNs. 

0.005

0.01

0.015

0.02

0.025 Channel Shuffle
Depthwise separable convolu�ons
Compound scaling

Fig. 11. Normalized error for critical keypoint estimation using regression- 
based DNNs. 

Table 2 
Performance of regression-based DNNs for anatomical angle estimation.  

DNN backbone architecture Detection speed (millisecond/ 
image) 

Average 
RMSE 

Channel shuffle 58.44 0.2231 
Depthwise separable 

convolutions 
62.08 0.1975 

Compound scaling 70.26 0.2247  
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5.1. Safety and quality of site operations 

Equipment operations in civil infrastructure projects are often 
considered as high-risk and must comply with local health and safety 
legislations [58]. Although site equipment as multipurpose machines 
can increase efficiency of projects operations, their size and particular 
anatomy can trigger accident risks [59]. Far-reaching equipment such as 
telescopic cranes, excavators and scissor lifts can be subject to hazards 
including rolling over, contacting powerlines, collision with moving 
vehicles/bystanders, and engaging with underground utilities/networks 
[60]. Pose estimation and keypoint detection on site equipment have 
been found effective in improving safety of project operations [61]. As 
can be seen in Fig. 12, equipment keypoints are associated with multiple 
risks and their precise analysis is significantly important. For instance, 
highpoint of equipment boom is associated with electrocution hazards, 
equipment wheels/tracks are associated with rolling over hazards, and 
equipment rear points are associated with blind spot collision hazards. 

Quality of site operations can also be improved by conducting 
equipment anatomical analysis with the aim of minimizing defects/ 
rework and double handlings of processes [62]. For instance, under
ground services are often damaged during construction operations and 
cause significant delays for project completions [63]. Although pre
ventative measures such as potholing can reveal critical locations sur
rounding heavy equipment, monitoring critical machine keypoints is 
necessary to avoid collision [64]. This study shows that regression-based 
DNNs are useful for keypoint detection of equipment in civil infra
structure projects with high levels of precision and efficiency. This can 
result in generating warnings to equipment operators and safety crews 
when there is an imminent risk. Moreover, historical analysis of site 

images using regression-based DNNs is useful in recording near miss 
incidents and can facilitate better safety/quality planning and training 
in future projects. 

5.2. Productivity and sustainability of operations 

Manufacturers of site equipment usually provide references to pre
dict machinery performance and productivity. It is noteworthy that such 
references are prepared based on experiments in controlled environ
ments and under certain assumptions [19]. For instance, in estimating 
the number of bucket passes to load a hauler, the considered parameters 
are hauler payload, type of soil and bucket payload [65]. Other impor
tant variables related to site environments and work dynamics warrant 
deploying detailed analysis of equipment. This analysis is required for 
detecting keypoints and anatomical angles, which are directly related to 
generated forces/emissions and productivity/sustainability of opera
tions (see Fig. 13). 

Legislations in the US and Europe mandate manufacturers to use low- 
emission engines on site equipment to protect environment and improve 
sustainability [66]. Working conditions, however, differ from site to site 
and above-average fuel consumption and oil leaks are probable due to 
high working pressures and overutilization [67]. Detailed analysis of site 
equipment is required to estimate critical keypoints and angles in harsh 
working conditions. Anatomical analysis of site equipment will be crit
ical for machine health monitoring and maximizing productivity of 
operations while minimizing emissions and harm to the environment. 

Fig. 12. Anatomical analysis of equipment in site scenes for safety improvement (based on industry standards)- cranes working near overhead powerlines (left), 
haulers rolling over in trenching operations (middle), and accidents in blind spots (right). 

Fig. 13. Anatomical analysis of site equipment and implications for operation productivity and sustainability- Excavator forces (left), loader/hauler cycles (right).  
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6. Conclusion 

Civil infrastructure projects are resource intensive and rely heavily 
on site equipment among other requirements. The abundance of imag
ery data has provided unprecedented opportunity for detailed analysis 
of site equipment with gains regarding safety, quality, productivity and 
sustainability of operations [68,69]. To this end, the current research 
focuses on anatomical analysis of site equipment using regression-based 
DNNs. This is a departure from marker-based pose estimation and 
adopting human pose estimation networks for analyzing site equipment. 
Two large image libraries with annotated keypoints are used for 
training, validation and testing of regression-based DNNs. Data 
normalization is conducted on input images to stabilize and also speed 
up the learning process. To estimate equipment pose, three backbone 
architectures are evaluated with performances cross-compared and 
validated against ground truth. The regression-based DNNs with chan
nel shuffle are found to be the most computationally time efficient while 
networks with depthwise separable convolutions yield best estimation 
performance. This research provides theoretical contributions to the 
body of knowledge by developing an alternative method for equipment 
pose estimation with focus on both keypoint and anatomical angle 
detection. The potential practical contribution of this study is to influ
ence current practice of monitoring heavy equipment in construction 
and infrastructure projects. 

Experiments in this research are conducted on two published data
sets of earthmoving operations, which can be considered as a limitation. 
Computer vision research in the construction and infrastructure requires 
benchmark imagery datasets for complex tasks. Aerial images of project 
operations are complementary to site camera photos and facilitate full 
body pose estimation and detailed anatomical analysis of equipment. 
Future research can focus on deploying regression-based DNNs for pose 
estimation of other site equipment such as mobile cranes, scissor lifts 
and front loaders. There is also a research need to undertake dense 
keypoint estimation for detailed analysis of equipment and their work
ing environment in the presence of inclement weather conditions such as 
high wind, heat, rain and humiture. 
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