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A B S T R A C T

Obstructive sleep apnea (OSA) is a common sleep disorder characterized by frequent cessation
of breathing during sleep, which cannot be easily diagnosed at the early stage due to the
complexity and labor intensity of the polysomnography (PSG). Using a ECG device for OSA
detection provides a convenient solution in the current Internet of Things scenario. However,
previous intelligent analysis algorithms mainly rely on single scale network, therefore the
discriminative ECG representations cannot be identified, which affects the accuracy of OSA
detection. We report a multiscale neural network URNet for OSA detection by optimizing the
deep learning networks and integrating Unet with ResNet. The URNet automatically extracts
delicate features from the RR interval of single-lead ECG and processes convolution blocks with
different scales by skip connections, so that the network can fuse features collected from both
shallow and deep levels. For each OSA segment identification, URNet achieves an accuracy
of 90.4%, a sensitivity of 83.3%, a specificity of 94.8% and an F1 of 89.6% on the Apnea-
ECG dataset. The result indicates that our approach provides major improvements compared to
the state-of-the-art methods. The URNet model proposed in this study for unobstructive OSA
detection has good potential application in daily sleep health.

. Introduction

Sleep, as the basic physiological process of life, can eliminate fatigue, generate new vitality and improve immunity. Obstructive
leep apnea (OSA) is a chronic disorder caused by repeated upper-airway collapse during sleep, resulting in recurrent nocturnal
sphyxia [1]. Patients with untreated OSA expose to increased risk of hypertension, stroke, heart failure, diabetes, car accidents,
nd depression [2]. Several studies have shown that the prevalence of OSA could be estimated to around 34% in men aged 30–
0 years and 17% in women aged 30–70 years [3]. Although OSA is a severe chronic disease, it can be effectively treated as long
s accurately diagnosed by doctors. Therefore, it is significant to raise public health awareness and develop smart sleep health
echnology for early and accurate OSA detection.
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Usually, the screening and diagnosing of OSA require patients to wear at least 22 electrodes over night through the polysomnogra-
hy (PSG) in a sleep center to obtain signals, such as electroencephalogram (EEG), electrocardiography (ECG), and electromyogram
EMG). The process of PSG collection is quite discomfort and time-consuming. These difficulties limit the application of PSG in daily
ife and may result in delay of OSA treatment.

In order to find an alternative to PSG, researchers proposed some lightweight wearable electronic devices to detect OSA
hrough physiological signals, such as blood oxygen saturation (SpO2) [4,5], snoring [6], respiratory signals [7], ECG, etc. Clinical
xperiments have observed that the significant correlation between OSA and arrhythmia may lead to abnormal RR intervals [8]. It
s desirable to obtain sleep breathing events from wearable ECG device [9,10] which is less disruptive during sleep. For this reason,
e employ wearable ECG for the detection of OSA and compared our results to other studies with the same database.

The review [11] summarized computational models and methods for intelligent sleep medicine. Residual network (ResNet) can be
pplied to solve the degradation problem by introducing shortcut connection. The Unet evolved from a fully convolutional network
FCN), is characterized by its ability of feature fusion. It can stitch together features at different scales, and the last upsampling
uses the output of both the first convolutional module and the previous upsampling.

Based on our previous researches [12,13] and aiming at undisturbed early OSA detection, single-lead ECG signals are adopted
or developing a novel URNet model. Our main contributions are as follows:

(1) We propose a single-lead ECG based multiscale neural network URNet for early OSA detection, which offers a promising
lternative to the current methods. Compared with other state-of-the-art researches on the same dataset, it shows superior
erformance.

(2) In the feature extraction stage, a one-dimension ResNet is designed as the encoding module of the network to capture the
ubtle variations of the ECG signals at different layers. The skip connection connects the encoder to the decoder, and retains the
ffective features in the lost information at different layers of the encoder, so that the network could integrate multi-scale features
o have stronger ability in identifying OSA events from ECG signals.

(3) We also implement real time experiment on a low-power embedded platform NVIDIA Jetson Xavier NX.

. Related works

Early studies endeavored to solve manual feature extraction and to select suitable classifiers. Hwang et al. [4] introduced a
ethod to automatically detect apnea and estimate the apnea–hypopnea (AHI) index by a regression model using the morphological

eatures in the fluctuation of blood oxygen saturation. Heenam et al. [5] estimated the AHI index through a regression model
y extracting quantitative characteristics caused by apnea during the changes of SpO2. P. Temrat et al. [6] extracted the time
omain features of snoring signals after apnea events, and classified different types of snoring by leave-one-out cross-validation to
istinguish the severity of OSA. Sharma et al. [14] used the error of QRS complex approximation and the coefficients of Hermite
ecomposition to simultaneously extract features and energy from RR intervals in ECG. Subsequently, they segmented the apnea
nd normal segments by four traditional classifiers.

As time goes by, CNN has become an advanced technology in image processing and computer vision [15]. Deep learning networks
re able to identify the structure of lower level data and provide feature input for higher level data learning. Steenkiste et al. [7]
resented a deep learning algorithm based on the improved LSTM model to automatically extract features and detect events in
espiratory signals. Wang et al. [16] applied a modified LeNet-5 network to identify sleep apnea. Shen et al. [17] developed a
ultiscale network to extract RR interval information and utilized it for OSA segment identification. Li et al. [18] adopted a sparse

utoencoding approach on feature representation of label-free ECG signals and employed a SVM classifier to detect OSA. Similarly,
eng et al. [19] proposed an unsupervised feature learning deep network model for frequency domain superposition SAE (FSSAE),
nd successfully introduced the unsupervised learning to comprehensive feature extraction of sleep apnea task. Nasifoglu et al. [20]
roposed model generates scalogram and spectrogram by transforming preprocessed 30 s ECG segments from time domain to the
requency domain, and predicted OSA through them.

Although previous studies have achieved satisfactory performance, there are still problems that need to be solved. Existing
achine learning methods mainly use the frequency domain, time domain and some non-linear features to build models, relying on

esearchers’ prior knowledge and experience in the relevant field. Deep learning approaches have achieved notable achievements,
s automatic feature extraction can solve some drawbacks or traditional machine learning methods. However they usually have two
imitations. Firstly, some of them convert the one-dimensional ECG signal into a two-dimensional spectrogram, which increase the
omplexity of the preprocessing stage. Second, while most methods are mainly performed on a single scale network, they fail to
dentify the discriminative ECG representations, thus affecting the accuracy of OSA detection.

To solve these problems, we propose a novel approach to detect OSA based on single-lead ECG and multiscale neural network
RNet. It aims to learn the multiscale features from the RR intervals to improve the performance of the classifier.

. Method

The overall framework of URNet is shown in Fig. 1. Firstly, raw ECG signal is preprocessed and cut into segments to obtain the RR
ntervals (interval between R peaks) and amplitudes as input. Next, the extracted information is fed into the URNet. Then features
f RR intervals are automatically extracted by four encoders, and the skip connection retains the information lost at different layers
n the encoder module, so that the URNet can learn more effective multiscale features. Finally, the features extracted by the network
2

re fed into the classifier for classification. Details on each module will be presented in Section 3.2.
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Fig. 1. The architecture of URNet.

Fig. 2. Raw ECG vs. denoised ECG.

3.1. Preprocessing

During the process of ECG collecting throughout the night, baseline wanders occur due to human respiration or the minor
displacement the electrode itself. In this study, Finite Impulse Response (FIR) band-pass (0.5–48 Hz) filter was applied to remove
the noise and baseline wander. Subsequently, the RR intervals and amplitudes in the ECG signal were extracted as inputs to the
model.

Several studies indicated that information of the adjacent segment assists the OSA detection of the current segment [21]. The
accuracy is high when 𝑡 = 2 during the experiment of the ±𝑡 surrounding segments before and after it(as shown in Fig. 8). Overlapping
segmentations of five minutes are applied to the raw signal. Fig. 2 shows the 10-second raw ECG signal named ‘‘a01’’ in the
Apnea-ECG training dataset, and the denoised signal after removing industrial frequency interference and baseline wanders.

After the preprocessing, the R peaks are identified by Hamilton algorithm, and the RR intervals and the amplitudes are extracted
after correcting the R peaks. We choose the median filter proposed in [22] to remove some physiologically unexplainable points on
the RR intervals. Since the input length of URNet must be the same, the revised RR intervals and the amplitudes are obtained by
cubic interpolation.

3.2. URNet

URNet, evolved from ResNet and Unet, is a multiscale feature extraction based deep convolutional neural network. The
architecture consisted of four encoders and three decoders for single-lead ECG based OSA detection. The filter number of the network,
the connection structure of the encoder and decoder is shown in Fig. 3.

Fig. 4 shows the proposed encoder consisting of two operations: down-sampling module (DOWN_SAMP) and convolution
module(CONV). They all utilize the shortcut principle proposed in ResNet. The two-dimension 3 × 3 convolution in ResNet-18
is modified into one-dimension with a kernel size of 5 to accommodate the detection of OSA from single-lead ECG signal. Both
DOWN_SAMP and CONV modules, consists of two convolutional layers, two batch normalization (BN) layers and a ReLU activation
function. ReLU can be expressed as:

𝑔(𝑥) = 𝑚𝑎𝑥(0, 𝑥) (1)

where 𝑥 represents the input data.
3
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Fig. 3. The details of URNet.

Fig. 4. Encoder module.

The convolutional layer is composed of several convolutional units and used to extract different features of the input. The latter
BN layer, represented below enable the output to be close to the standard normal distribution, speed up the training speed, and
avoid the disappearance of the gradient.

�̂�𝑖 =
𝑥𝑖 − 𝐸

[

𝑥𝑖
]

√

Var
[

𝑥𝑖
]

(2)

Here 𝑥𝑖 is the batch input data, and 𝐸[𝑥𝑖] and
√

𝑉 𝑎𝑟[𝑥𝑖] denote the average and standard deviation of training data, respectively.
Since the input feature map of DOWN_SAMP and CONV have different channels, an extra convolutional layer is added to

the DOWN_SAMP. In summary, the encoder extracts multiscale feature in a hierarchical order, which is specially designed for
classification tasks.

As shown in Fig. 5, the decoder contains three convolution layers and the first layer implements upsampling (up_samp) to recover
the length of the signal. Decoder module takes the output of the encoder as input and applies transposed convolution to upsampling.
Subsequently, two other convolutional layers and ReLu activation function are applied to make the decoder smoother. In order to
make full use of all the features, the skip connections of the Unet are retained between the CONV module of each encoder and decoder
(the dotted line indicates the skip connections). The network fuses multiscale characteristics by processing different dimensional
features through convolution operation. In the end, the classifier employs the full connection layer to predict each signal segment.
4
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Fig. 5. Decoder module.

Table 1
Detailed network parameters.

Stage Layer Parameter

Conv1 K = 5, S = 2, pad = 2
Encoder(DOWN_SAMP 1) Conv2 K = 5, S = 1, pad = 2

Downsample K = 1, S = 5, pad = 0

Conv1 K = 5, S = 4, pad = 2
Encoder(DOWN_SAMP 2) Conv2 K = 5, S = 2, pad = 2

Downsample K = 1, S = 4, pad = 0

Encoder (CONV) Conv1 K = 5, S = 1, pad = 2
Conv2 K = 5, S = 1, pad = 2

up_samp K = 4/(5), S = 4/(5), pad = 0
Decoder Conv1 K = 5, S = 1, pad = 2

Conv1 K = 5, S = 1, pad = 2

Table 1 presents the detailed parameters of URNet. The K, S and pad represent the kernel size, strides and padding, respectively.
The Encoder (DOWN_SAMP 1) in the table refers to the parameters of the DOWN_SAMP block in the first three encoders, while the
Encoder (DOWN_SAMP 2) refers to the parameters of the DOWN_SAMP block in the fourth encoder. All the parameters of the CONV
block are the same. The up_samp of the decoder is to restore the length, so that the parameters of the first decoder are K = 4, S =
4 and pad = 0, and the last two decoders are K = 5, S = 5 and pad = 0.

4. Experiments and results

4.1. Dataset

4.1.1. Apnea-ECG dataset
The dataset was provided by Phillips University [23]. It contains 70 single-lead ECG recordings, divided into training set (records

named a01 through a20, b01 through b05 and c01 through c10) and withheld set (records named x01 through x35), with sampling
frequency of 100 Hz and duration between 6.7 and 9.6 h. The technician annotated each 1-minute ECG recording in combination
with other signals in the PSG (marked as A if an OSA event occurred within this minute; otherwise, marked as N). But this dataset
did not distinguish between categories of respiratory events (obstructive and mixed apnea events were uniformly labeled A). This
study uses the release set as the training set and the withheld set as a testing set. The total segments processed in our algorithm
include 16 709 training samples (Normal : 10 236, OSA : 6473) and 16 945 testing samples (Normal : 10 455, OSA : 6490).

4.1.2. Local dataset
The study design was approved by the ethics committee of the Chongqing Ninth People’s Hospital according to the ethics research

review code 2021-SCI-004. The dataset recorded overnight PSG recordings of 49 male and 13 female patients aged 24–77 years,
sampled at 256 Hz. Table 2 shows the demographics of the dataset. Unlike the Apnea-ECG Dataset, this dataset annotates the
onset time and duration of respiratory events (obstructive, central, mixed apnea and hypopnea, and periodic respiratory episodes).
5
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Table 2
The demographics of the local dataset.

Value BMI (kg/m2) AHI (per h) TRT (min) TST (min)

Maximum 41.8 88.1 567.4 549.5
Minimum 21.7 5.3 358 261
Mean 28.6 31.8 495.7 452.6
SD 4.56 23.08 38.32 48.78

BMI: body mass index; AHI: apnea–hypopnea index; TRT: total recording time; TST: total sleep
time; SD: standard deviation.

onsidering that our study focus on OSA detection by the segment, the entire ECG recording was cut into 5-minute intervals. By
pnea definition [24], an event lasts at least 10 s. Accordingly in this study, if apnea or hypopnea continued for 10 s or more,
hat minute is identified as an apnea. After the data preprocessing, the 62 records were randomly divided into the training set (52
ubjects; Normal: 14 586, OSA: 8328) and the testing set (10 subjects; Normal: 2565, OSA: 2009).

.2. Experimental settings

The experiment utilized grid search to find the optimal hyperparameters. We set the total number of training epochs to 100.
he batch size was set as 128 to ensure that the model converges and does not over-fit. At the end of each epoch, we evaluated the
esting set to save the results. The learning rate was 0.0003 by optimizing the Adam update rule [23]. The cross entropy function
mployed in the URNet is defined as:

𝐿 = −1
𝑛

𝑛
∑

𝑖=1

[

𝑝𝑖 ⋅ log
(

𝑦𝑖
)

+
(

1 − 𝑝𝑖
)

⋅ log
(

1 − 𝑦𝑖
)]

(3)

where 𝑛 denotes the number of training samples, and 𝑝𝑖 and 𝑦𝑖 denotes the predicted and true labels of the samples, respectively.

4.2.1. Offline analysis
The data preprocessing and feature extraction are implemented in the PyCharm 2020.2.2 environment on an Intel(R) Core(TM)

i7-8700K CPU @ 3.70 GHz with 64 GB RAM operating system. The hyperparameter optimization, training and test experiments of
the URNet were run on a server with a GTX1080Ti based on the Torch framework.

4.2.2. Embedded online analysis on NVIDIA Jetson Xavier NX
NVIDIA Jetson Xavier NX is a device that can run deep learning algorithm with low power and very low consumption (10 W).

It is suitable for practical application, such as design a smart thermography camera to diagnose the electrical equipment [25] and
real time semantic segmentation [26]. The GPU is based on an NVIDIA Volta architecture with 384 CUDA cores and 48 Tensor
cores. Our algorithm has been ported from an offline Python implementation to an online and embedded one to satisfy the E-health
applications.

4.3. Evaluation

The model is estimated by accuracy, sensitivity, specificity, F1 value and confusion matrix.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

(4)

where 𝑇𝑃 , 𝑇𝑁 , 𝐹𝑃 , and 𝐹𝑁 stand for ‘‘true positives’’, ‘‘true negatives’’, ‘‘false positives’’ and ‘‘false negatives’’, respectively.

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(5)

𝑆𝑝𝑒𝑐𝑖𝑓 𝑖𝑐𝑖𝑡𝑦 = 𝑇𝑁
𝑇𝑁 + 𝐹𝑃

(6)

𝐹1 = 2 ∗ 𝑇𝑃
2 ∗ 𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃

(7)

𝐶𝑜𝑛𝑓𝑢𝑠𝑖𝑜𝑛𝑚𝑎𝑡𝑟𝑖𝑥 =
[

𝑇𝑁 𝐹𝑃
]

(8)
6
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Fig. 6. The results of different periods 𝑡.

Fig. 7. URNet and baseline models’ performance on local dataset.

Fig. 8. URNet and baseline models’ performance on apnea dataset.

5. Results

To study the influence of the adjacent segment 𝑡 on the OSA detection of the current period, we conducted experiments on the
Apnea-ECG dataset for segment 𝑡 before and after the current segment. The environment, hyperparameters and evaluation indicators
applied in the experiment were the same to ensure the accuracy of the results. Fig. 6 demonstrates that the accuracy is higher when
𝑡 = 2 (five-minute segment).

Ablation experiments were performed based on 𝑡 = 2. Figs. 7 and 8 compare the performance of URNet, Unet and ResNet-
18 on both Apnea-ECG and our local dataset, respectively. It is obvious that URNet performs the best. Because the Unet has no
specific bright spots, it does not perform well in OSA detection. URNet adds a residual module to the Unet encoder to overcome the
degradation and saturation problems. At each layer, the ability of single-lead ECG to detect OSA is improved by extracting more
features.
7
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Table 3
The results of the Apnea-ECG database.

Model Accuracy (%) Sensitivity (%) Specificity (%) F1 (%)

URNet 90.4 83.3 94.8 89.6

Table 4
The offline and online analysis results of the Apnea-ECG database.

Platform Run time (s) Power (W)

GTX1080Ti 3.4 253
NVIDIA Jetson Xavier NX 24.2 17

Fig. 9. Ten-fold cross-validation results of local dataset.

Table 5
The results of different methods using the Apnea-ECG database.

Model Method Accuracy (%) Sensitivity (%) Specificity (%) F1 (%)

Sharma et al. [14] 83.3 79.5 88.4 –
Machine learning Mendez et al. [27] 85.5 83.9 88.5 –

Song et al. [28] 86.2 82.6 88.4 –

Wang et al. [16] 87.6 83.1 90.3 –
Shen et al. [17]* 89.4 89.8 89.1 86.4

Deep learning Li et al. [18]* 84.7 88.9 82.1 81
Feng et al. [19] 85.1 86.2 84.4 76.6
Our method 90.4 83.3 94.8 89.6

The key to OSA detection is the accurate identification of whether OSA occurs within an ECG segment/minute. Two independent
datasets were utilized to assess the effectiveness of the URNet. The Apnea-ECG dataset as benchmark data can evaluate the
performance of the network. The neural network parameters with the highest accuracy during training were saved as the final
network model. As shown in Table 3, the URNet achieves an accuracy of 90.4%, a sensitivity of 83.3%, a specificity of 94.8%
and an F1 value of 89.6% on the Apnea-ECG dataset. For the NVIDIA Jetson Xavier NX, we directly load the model with the best
accuracy weight to verify the testing set. Therefore, the results of evaluation metrics such as accuracy, specificity, sensitivity and
F1 value, were the same as those on PC. Their main differences lie in running time and power consumption, as shown in Table 4.
The running time indicates the time required by the algorithm to validate the testing set. We employed Deli power metering socket
to calculate the power of GTX1080Ti and NVIDIA Jetson Xavier NX.

Furthermore, we used tenfold cross validation on the local dataset to verify the robustness of our algorithm. The whole dataset
is randomly divided into ten parts according to the records. We took the data of each part as the subsequent validation set and used
the remaining nine parts for model training. According to Fig. 9, the average of values of accuracy, sensitivity, specificity and F1
are 79.5%, 73.1%, 81.5% and 76.8%, respectively. The summit of each violin represents the maximum value of the corresponding
part.

We compared the URNet with previously proposed methods of OSA recognition. Due to differences in dataset and sample sizes, it
is not possible to directly compare our results with others. Therefore, all enumeration methods use the Apnea-ECG dataset mentioned
in the article. Table 5 lists the overall performance on the test set, including accuracy, sensitivity, specificity, and F1 score. Where
8
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Fig. 10. Visualize features.

∗ represents F1 value calculated by their confusion matrix. Except Mendez which used 50 recordings (25 for training and 25 for
testing), others used 70 recordings (35 for training and 35 for testing). It can be seen from Table 5 that the accuracy (90.4%),
specificity (94.8%) and F1 (89.6%) of our proposed method reach the highest level. Due to the preprocessing process and the
different network input, the corresponding inconsistent data distribution and data segments may affect the sensitivity in our method.

6. Discussion

6.1. Visualize features

We use T-SNE algorithm [29] to visualize features extracted by URNet. The results in Apnea-ECG dataset are shown in Fig. 10.
The visualization results indicate that our model has a certain effect on feature discrimination. With the four encoders, the two
scattered and indistinguishable categories tend to cluster and the distinction between normal and OSA cases is clear.

6.2. Advantages and limitations

A deep learning model based multiscale feature extraction algorithm is proposed to detect OSA from single-lead ECG. The
DOWN_SAMP and CONV blocks are applied to automatically extract effective features from RR intervals. The features obtained
by the encoder at each layer are linked to the decoder, so that the network can learn the information lost in the encoder. The
residual connection in ResNet introduced in our network not only improves the richness of the features, but also effectively avoids
various drawbacks associated with deep layers. Moreover, we also designed a system that can detect obstructive sleep apnea and
determine the AHI (severity grade).

However, our work still has some limitations. One is that the study did not differentiate between obstructive, mixed, and central
sleep apnea events. This defect will limit its practical application in clinic. Another limitation is that the network only automatically
learns the relevant features of OSA from RR intervals, but not from the raw ECG signals.

6.3. Future work

The future research direction is to implement a network model that can directly extract features from raw ECG signals. We
believe that through cooperation with local hospital and sleep centers, collecting more and abundant data of sleep apnea events can
further improve the performance of our network. Furthermore, health awareness is now shifting from ‘‘passive health’’ to ‘‘active
health’’. Collecting ECG signals from wearable devices for simultaneous detection will make daily sleep health monitoring possible
in the future. For example, a completely independent wearable ECG device (Shimmer ECGmd) could be applied for integration with
the embedded development board for real time OSA detection. The ability to obtain early warning of sleep disorders shows good
potential application in daily life.

7. Conclusion

In this study, we design a detection method of OSA with high recognition rate and high efficiency. A multiscale feature extraction
algorithm based on embedded deep learning is proposed. The URNet deep learning model has some advantages in automatical
detect of OSA events. It can automatically extract important features from signals, while avoiding some traditional machine learning
problems and improving the efficiency of feature extraction. The URNet achieves promising classification results with an accuracy
of 90.4%, a sensitivity of 83.3%, a specificity of 94.8% and an F1 score of 89.6% on the Apnea-ECG dataset and an average accuracy
of 79.5%, an average sensitivity of 73.1%, an average specificity of 81.5% and an F1 score of 76.8% on local dataset. The results on
apnea-ECG and local dataset proves that the method has strong robustness. We have also verified it on a embedded device (NVIDIA
Jetson Xavier NX). Since the method is based on a single-lead ECG signal, it can be optimally integrated into lightweight device to
meat the need for OSA identification outside hospital.
9
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