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A B S T R A C T   

In response to organizations’ increasing vulnerability to data breaches, we present an integrated risk model for 
data breach management based on a systematic review of the literature. Theoretically, the study extends the 
body of knowledge on data breach management by identifying and updating conceptualizations of data breach 
risks (items) and resolutions (actions) and by providing a foundation for organizational responses to emerging 
data breach incidents (heuristics). Practically, the study provides key insights that practitioners can use to 
organize and orchestrate effective data breach management based on comprehensive profiles of risk items and 
resolution techniques.   

1. INTRODUCTION 

Data breaches commonly involve large scale releases to external 
parties of sensitive data, which are regarded as important for informa-
tion security [1] with their wide-ranging impacts [1–3]. For example, in 
2017, Equifax announced that the sensitive information of over 145 
million customers had been stolen, resulting in nearly $90 million 
breach-related costs from 240 consumer lawsuits [4]. According to the 
Ponemon Institute [5], the average total cost of data breaches in the 
United States reached $3.86 billion in 2018, increasing 6.4% over the 
previous year and covering postresponse activities such as inbound 
communications, investigations, remediations, and legal expenditures. 

Prior studies have examined the impact of data breaches on firms’ 
market value and stock market return [6–8], financial performance in 
the following year [9], and competitor behaviors within the marketplace 
[10]. Additionally, Goode et al. [1] suggested that organizations need to 
understand how their stakeholders will respond to data breaches. 
However, previous research provides limited insights for managing data 
breach incidents [11]. Therefore, there is a critical need to understand 
the risks of data breaches and how to effectively manage data breach 
incidents [11–13]. 

Risk management is the process of identifying and controlling vul-
nerabilities in information systems (IS), including risk identification, 
risk assessment, and risk control [14]. Baskerville et al. [15] stated that 
under incident-centered information security, organizations are 

required to manage risks by looking across past experiences to estimate 
future occurrences. To manage risky incidents, Lyytinen et al. [16] 
proposed risk management frameworks that generalize patterns of 
relationship between risk factors and resolution techniques to shape 
requisite organizational routines. Thus, a risk management perspective 
has been widely used in areas of IS such as software development, in-
formation security, and incident response management [14,16–19]. 
However, despite the increasing need for understanding data breach 
incidents in a risk management perspective, the literature offers few 
comprehensive models that integrate risks and resolutions for organi-
zations to effectively manage data breach incidents. 

To address this void, we pose the following research question: how 
can organizations manage data breaches by maintaining data breach risk and 
resolution profiles and applying them to incidents? To answer this question, 
we rely on risk management theory and a systematic review of the 
literature to develop an integrated risk model for data breach manage-
ment. Hence, the purposes of this study are threefold: (1) to identify risks 
and resolution techniques based on the analysis of the literature; (2) to 
conceptualize the management of a data breach incident based on or-
ganizations’ data breach risk and resolution profiles; and (3) to propose 
an integrated risk model organizations can use to respond to and learn 
from data breach incidents. 

The paper is organized as follows. We first review and outline the 
literature on data breaches and risk management as the theoretical 
foundation underlying our study. We then adopt literature review as a 
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qualitative method to analyze the current literature on data breaches 
and risk management. Next, we synthesize the results of the analyses 
into an integrated model for analyzing organizations’ data breach risk 
and resolution profiles with heuristics for managing data breach in-
cidents. We conclude with a discussion of our contributions to theory 
and practice. 

2. THEORETICAL BACKGROUND 

2.1. Data Breaches 

A data breach is a security incident in which sensitive, protected, or 
confidential data are copied, transmitted, viewed, stolen, or used by an 
unauthorized individual [20]. Sen and Borle [11] similarly elaborated 
that “sensitive, protected, or confidential data may include personal 
health information, personal identifiable information, trade secrets or 
intellectual property, and personal financial data” (p. 315). Data 
breaches have occurred in various industries over time, including gov-
ernment, healthcare, financial services, insurance, social media, and 
more [21]. In line with this, prior studies have been concerned with 
different contexts such as information technology (IT) consulting firms 
[22], education or healthcare organizations [23–25], and consumer 
markets [1,3,26] and covered both organizational [22,24] and con-
sumer perspectives [14,27]. 

The impacts of data breaches are also well documented [11]. For 
example, Goode et al. [1] examined the effect of compensation on 
customer outcomes from data breaches and organizations’ service re-
covery efforts (e.g., [27]). Kwon and Johnson [25] studied the effects of 
security investments in the context of data breaches under regulatory 
pressures. Jeong et al. [28] proposed that firms’ data breaches and their 
IT security investments change the industry’s broader security envi-
ronment, which in turn, influence their competitors’ proactive and 
reactive strategies to data breaches. Additionally, financial impacts have 
been researched by focusing on abnormal returns from data breaches [6, 
29], security breach announcement effects on market value [9,26], 
financial performance [9], and stock market returns after a data breach 
occurred [8,30]. However, although previous research has investigated 
data breach impacts across industries and from different perspectives, 
we have limited knowledge about how organizations can identify the 
risks they face and develop resolution capabilities to cope with these 
risks. As a result, we seek to advance knowledge on data breaches based 
on insights from risk management theory. 

2.2. Risk Management Theory 

Risk management has been widely adopted in areas such as warfare, 
nuclear reactors, security, and financial investments [31]. Within the IS 
field, risk management is “the process of identifying and controlling the 
risks to an organization’s information assets” (p. 12) [14]. In this 
perspective, an organization identifies vulnerabilities in its systems to 
protect and enhance the confidentiality, integrity, and availability of all 
the entities of the systems [14]. As such, risk management includes 
identification, assessment, and control strategies for effectively man-
aging incidents that harm the organization. 

Lyytinen et al. [16] proposed a behavioral view of risk management, 
drawing on rational decision and choice theory [32,33]. The behavioral 
view suggests managers should emphasize (1) avoiding risks of high 
losses [34], (2) mastering the incidents or environments to control the 
risks [35], and (3) making risk management a sequential pruning ex-
ercise [16]. The framework identified by Lyytinen et al. [16] sheds light 
on an organization’s role in identifying and evaluating risks that might 
occur, their likelihood, and potential impacts. It also emphasizes how 
the organization explores and evaluates resolutions to avoid, transfer, 
prevent, or mitigate identified risks [16,18]. 

According to Lyytinen et al. [16], risk management theory focuses on 
three concepts: risk categories (items), resolution categories (actions), 

and heuristics. First, risk categories represent the causal dependencies 
between risky incidents and losses, providing the vocabulary to classify 
risky events and states [16]. Second, resolution categories refer to sche-
matic plans for interventions that can reduce the impact of risky in-
cidents, based on espoused causal dependencies to intervene or change 
the consequences of the risky incidents [16,31]. Third, heuristics refer to 
formalized decision-making routines to master environments [16] that 
link risk factors and resolution techniques to effectively manage risky 
incidents [17]. Risk categories (items) and resolution categories (ac-
tions) combined with heuristics constitute the attention shaping and 
intervention planning components of the risk management theory, 
respectively. Fig. 1 summarizes this general framing of risk management 
approaches. 

3. RESEARCH METHOD 

To advance knowledge about data breach risk management, a liter-
ature review should be complete and focus on concepts to systematically 
cover relevant literature on data breach and risk management [36]. 
Based on the structured approach by Webster and Watson [36], we 
implemented a six-step approach to identify relevant articles, as shown 
in Table 1. 

We first systematically searched using Google Scholar and Business 
Source Complete. The former is not limited to scholarly articles and 
includes journals, magazines, and newspapers, whereas the latter is 
more specialized to scholarly journal articles. Hence, we surmised that 
using both databases would be appropriate to extensively find relevant 
articles for this study. Based on the research question and framing, we 
employed the following search keywords: “data breach AND risk man-
agement.” As a result, we derived a total of 4,200 from Google Scholar 
and 1,709 articles from Business Source Complete. Because of the huge 
number of articles, we limited our sample to include only academic and 
practitioner journals, leading to 289 articles in Google Scholar and 200 
articles in Business Source Complete. Out of those 489 articles, we 
selected 126 articles that were published in quality journals according to 
the criteria of SSCI (Social Science Citation Index) and SCI (Science 
Citation Index). After removing duplicates, we reduced the sample to 
116 articles. Then, we manually read the titles and abstracts of all ar-
ticles and eliminated 45 less relevant articles from the sample. Finally, 
following Webster and Watson’s recommendations for literature reviews 
[36], we added 33 key articles from the references of articles selected in 
the previous steps. The final sample stabilized on 103 articles. 

To analyze the articles, we followed the recommendations by 
Webster and Watson [36] to develop a conceptual framework and 
related coding scheme through an iterative process of refinement. We 
first drafted a conceptual framework and coding scheme based on risk 
management theory and data breach research. Through a preliminary 
analysis of randomly selected articles, we continued to revise and refine 
the coding scheme until we reached saturation (see Appendix A). Next, 
we conducted coder training [37]. Two of the authors independently 
analyzed the same sample articles. A third author who did not engage in 
the analysis provided oversight and assessed their codings. After each 
round of sample coding was complete, the three authors discussed dif-
ferences in the two codings. For example, the coders had discrepancies 
in coding risk items because of different practical backgrounds (one is an 
IS security expert, and the other is a software developer). Through 
iterative discussions of each discrepancy in coding and how to apply the 
coding scheme, the three authors refined the coding scheme and the 
disagreements in coding decreased. Intercoder reliability can be estab-
lished “by having two or more coders categorize units, and then using 
these categorizations to calculate a numerical index of the extent of 
agreement between or among the coders” (p. 590) [37]. This allowed us 
to assess in each iterative step how closely the two coders agreed on the 
coding scheme and used it consistently, including discussions of dis-
agreements in coding, improved operationalization of the coding 
scheme, and increased mutual understanding between the coders. We 
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repeated this process until the intercoder reliability exceeded the rec-
ommended threshold of agreement (> 0.8). Then, the two coders split 
the sampled articles and independently analyzed them with the refined 
coding scheme. 

4. CONCEPTUAL FRAMEWORK 

Based on the risk management framework [16] and our review of the 
data breach and security literature, we propose a conceptual framework 

that elaborates risk categories (items), resolution categories (actions), 
and heuristics. The framework analyzes an organization’s data breach 
risk and resolution profiles and subsequently applies them to manage 
data breach incidents, as illustrated in Fig. 2. 

Lyytinen et al. [16] elaborated how risk management approaches 
draw on causal dependencies to control risky incidents and environ-
ments. These causal dependencies emphasize different categories of 
risky incidents and their losses; they are critical in identifying and 
assessing an organization’s data breach profile. Prior studies on infor-
mation security have specifically proposed risk categories of security 
incidents [38–40]. For example, the A⁴ Threat Model is a robust schema 
describing security incidents, which help organizations construct useful 
incident metrics from a risk management perspective [39,40]. The 
model focuses on the four A’s of actors (whose actions affect the asset), 
actions (what actions affect the asset), assets (which assets are affected), 
and attributes (how the asset is affected), which represent the minimum 
information needed to describe a risky incident. 

Synthesizing prior literature, we conceptualize data breach risks as 
follows. First, data breach cause is a primary event that causes a data 
breach incident (e.g., [41]). For instance, Sen and Borle [11] identified 
contextual factors influencing the risk of data breach incidents. Second, 
data breach locus is the point of adverse access to sensitive data [42]. For 
example, Curtin and Ayres [43] noted that data losses occur through 
physical assets containing sensitive data or through insider action and 
compromise without giving direct access to physical assets. Finally, data 
breach impact is the adverse effect a data breach incident may have on an 
organization [44]. As we stated, these impacts have been widely 
investigated in information security research. 

To identify and conceptualize data breach resolutions, we draw on 
the incident-centered security management framework [15] that in-
tegrates the prevention and response perspectives widely used in in-
formation security management. The prevention perspective is designed 
to avoid security incidents from happening, whereas the response 
perspective is intended to react to security incidents that have occurred 
[15]. In particular, prior IS studies have emphasized the role of pre-
ventive controls in planning and mitigating security risks [15,45]. 
However, complete security risk prevention may be infeasible, such that 
there are increasing needs to implement effective recovery and damage 
control strategies for protecting organizational values following data 
breaches. Including proactive and reactive approaches [15], we 

Fig. 1. Risk Management Approaches (adapted from Lyytinen et al. [16]).  

Table 1 
Literature Selection  

Selection Step Data Source Sum of 
Articles  

Google Scholar Business Source 
Complete  

Step 1: Automated 
search in relevant 
databases. 

Keywords: “data 
breach” AND “risk 
management” from 
Google Scholar 
Database. We found 
4,200 articles, but 
search limited to 500 
most relevant. 

Keywords: “data 
breach” AND “risk 
management” from 
Business Source 
Complete. We found 
1,709 articles. 

5,909 

Step 2. Including 
only articles in 
academic and 
practitioner 
journals. 

Result: 289 articles Result: 200 articles 489 

Step 3: Including 
only articles in 
qualified journals 
based on SSCI 
and SCI Index. 

Result: 107 articles Result: 19 articles 126 

Step 4: Excluding 
duplicate articles. 

Result: 115 articles 115 

Step 5: Manually 
selecting relevant 
articles. 

Result: 70 articles 70 

Step 6: Adding key 
articles in 
references of 
selected articles. 

Result: 33 articles 103  
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identified three resolution categories for managing data breach risks: 
prevention, containment, and recovery. As a proactive category, data 
breach prevention covers interventions that are intended to lower the 
likelihood of a data breach and its adverse impact [15]. As reactive 
categories, data breach containment covers interventions that are inten-
ded to limit the scale and scope of a data breach immediately upon 
detection [14], whereas data breach recovery covers interventions 
intended to reduce the consequential adverse impact of a data breach 
after it occurred [14]. 

By analyzing organizations’ risk and resolution profiles, managers 
can configure appropriate risk-resolutions to manage data breach in-
cidents. Continuously drawing on these analyses and lessons from in-
cidents, managers can then update the risk and resolution profiles to 
improve their risk management preparedness. In the following, we draw 
on risk management theory and our review of the data breach literature 
to elaborate these categories of risks and resolutions, as summarized in 
Table 2. 

5. RISK CATEGORIES AND ITEMS 

5.1. Data Breach Cause 

Data breach cause can be categorized into intentional and 

unintentional data breaches. Intentional data breaches are incidents 
caused by malicious acts in which one or more humans or technology 
threat agents exploit vulnerabilities to cause harm to an organization 
[46–48]. Unintentional data breaches are accidental incidents caused by 
individuals or processes not acting with malicious intent [47–50]. As the 
cause is key to understanding and defending against risky security in-
cidents, it influences the appropriate level and type of organizations’ 
resolutions to mitigate risks. For instance, Bennett et al. [51] stated that 
procedural breaches, process errors, and other causes accounted for 43% 
of data breaches. Table 3 summarizes data breach cause categories and 
items. 

5.1.1. Intentional Data Breach 
We identified five items of intentional data breach: hackers, unau-

thorized access, malicious insiders, state-sponsored actors, and terror-
ists. Hackers may exploit vulnerabilities through attacks in structured 
query language (SQL) injection and cross-site scripting (XSS) [51] or in 
spyware, phishing, viruses, and scanning software [52]. Unauthorized 
access is a compromise of access control [53] or the compromised 
physical access of hardware such as laptops and servers [51]. Malicious 

Fig. 2. Conceptual Framework.  

Table 2 
Data Breach Risk and Resolution Categories.  

Categories Definitions References 

Risks:   
Data Breach Cause The primary event that causes a data breach 

incident 
[41] 

Data Breach Locus The point of adverse access to sensitive data [42] 
Data Breach 

Impact 
The adverse effect a data breach may have on an 
organization 

[44] 

Resolutions:   
Data Breach 

Prevention 
An intervention to lower the likelihood of a data 
breach and its adverse impact 

[15] 

Data Breach 
Containment 

An intervention to limit the scale and scope of a 
data breach immediately upon detection 

[42] 

Data Breach 
Recovery 

An intervention to reduce the consequential 
adverse impact of a data breach after it occurred 

[37]  

Table 3 
Data Breach Cause Summary.  

Category Definition Item Reference 

Intentional Data 
Breach 

A breach incident caused 
by a malicious act where 
the intent is to cause harm 
to an organization  

1 Hackers  
2 Unauthorized 

access  
3 Malicious 

insiders  
4 State-sponsored 

actors  
5 Terrorists 

[51,52] 
[51,53] 
[54,55] 
[56] 
[57] 

Unintentional 
Data Breach 

A breach incident caused 
by accidental actions 
either by an individual or 
a process and without 
malicious intent  

1 Insecure user 
behavior  

2 Loss or reuse of 
media devices  

3 Flawed software  
4 Unauthorized 

disclosure  
5 Unauthorized 

software 

[46,58] 
[54,59] 
[60,61] 
[12] 
[34,59]  
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insiders constitute a significant threat to information security as they can 
access critical systems and data behind security measures [54]. Data 
breaches caused by malicious insiders range from simple access policy 
violations [55] to major financial fraud and theft of intellectual property 
[54]. Data breaches can also be caused by state-sponsored actors, though 
not generally intended to harm the public. State-sponsored actors such 
as the United States, Russia, Israel, and China spend considerable re-
sources on developing threat agents and, in some cases, for a specific 
purpose. An example is the 2010 Stuxnet worm, which leveraged 
numerous unknown vulnerabilities to sabotage Iranian nuclear facilities 
[56]. Finally, terrorists may cause harm to an organization through 
cyberterrorism; however, they do not require access to or the removal of 
data to accomplish the intended harms. According to Harries and Yel-
lowlees [57], terrorist attacks result in violence against persons or 
property or cause enough harm to generate fear in an organization. 
Unlike state sponsored actors, terrorist attacks are generally limited with 
a goal of making their efforts known. 

5.1.2. Unintentional Data Breach 
As shown in Table 3, we identified five items of unintentional data 

breach: insecure user behavior, loss or reuse of media devices, flawed 
software, unauthorized disclosure, and unauthorized software. Insecure 
user behavior includes users using weak passwords or sharing passwords; 
such user behaviors may be discovered while users are unaware [46,58]. 
Loss or reuse of media devices can cause unintentional data breaches due 
to lost paper files or media devices [51,54,59]. For example, unen-
crypted media devices can be a significant threat to information security 
systems and cause severe damages to organizations. Flawed software can 
cause data breaches unintentionally, including database vulnerabilities 
or faults in programming languages (e.g., vulnerabilities in IPV6, 
browser, and APIs) as well as vulnerable software in operating systems 
and applications [53,60,61]. Unauthorized disclosure involves inadver-
tent posting of sensitive information; for example, technology firms such 
as Google and AOL have posted customer information, which uninten-
tionally caused data breaches [12]. The use of unauthorized software may 
disclose information through peer-to-peer file sharing [12,59]; hackers 
may take over a computer, sometimes thousands of them, to launch an 
attack on other websites [59]. 

5.2. Data Breach Locus 

Specifically concerning breaches that result in the loss of control over 
sensitive data [43], it is important to identify the point (locus) of adverse 
access to sensitive data. Data breach locus can be categorized into 
physical and logical data breaches. The former is a physical point of 
adverse access to sensitive data [43]. The latter is a logical point of 
adverse access to sensitive information; this occurs when a threat agent 
successfully exploits a vulnerability [43,46]. The summary of data 
breach locus categories and items is shown in Table 4. 

5.2.1. Physical Data Breach 
We identified five items of loss of control over physical assets: lost 

paper files, stolen hardware, installed rogue devices, unauthorized 
physical access, and unauthorized personal computer. Lost paper files 
include lost or stolen documents, processing errors, and incorrect 
disposal of data [51]. Examples of process errors include hospitals 
accidentally mailing patient bills to the wrong patients or incorrectly 
disposing of paper documents. Stolen hardware are devices such as lap-
tops, desktop computers, and servers with large amounts of confidential 
data, which are stolen and can then be accessed by an unauthorized 
individual [62]. Installed rogue devices include rogue access points, which 
are malicious routers attached to a secure network to gain unauthorized 
access to the network [61], which can then transmit records, keystrokes, 
websites, and screenshots back to the attacker. Unauthorized physical 
access, as mentioned earlier, can happen through the loss of physical 
control over assets, including hardware, laptops, or network equipment 

[51]. Unauthorized personal computers are home computers used by 
personnel to store corporate data. Often, these computers have little to 
no security measures in place, leaving them vulnerable to attack [59]. 

5.2.2. Logical Data Breach 
We also identified six items of logical data breaches: malicious 

software, vulnerable network infrastructure, unauthorized logical ac-
cess, stolen intellectual property, flawed authorization checks, and 
flawed software. Malicious software is any software that brings harm to 
the computer by spreading viruses, Trojan horses, worms, and more [59, 
63]. Users may become infected by malicious software while surfing the 
web, through email links and attachments, or by downloading files [46]. 
Vulnerable network infrastructure allows man-in-the-middle attacks such 
as Internet Protocol (IP) address spoofing, Address Resolution Protocol 
(ARP) spoofing, Domain Name System (DNS) poisoning, Routing In-
formation Protocol (RIP) attacks, session riding and hijacking, and 
flooding. For example, ARP poisoning is a well-known vulnerability in 
Internet protocols; there are other vulnerabilities in Internet Protocol 
Version 6 (IPV6), Hypertext Transfrer Protocol (HTTP), and inherent 
flaws in Transmission Control Protocol/Internet Protocol (TCP/IP) [46, 
53]. Unauthorized logical access includes electronically accessing the 
target organization’s network; that is, unauthorized individuals gain 
access to manage interface, customer data, employee data, or other 
network resources [46,64]. Stolen intellectual property includes breaches 
of software, trademark, and media exposures; intellectual capital is 
easily stolen in the digital age through reverse engineer products, 
stealing corporate secrets, or by exposing a stolen intellectual property 
on social media sites [49,69]. Flawed authorization checks include weak 
credential-reset mechanisms, insufficient authorization checks, or weak 
implementation; they allow credential interception and replay, which 
can make unauthorized information or actions available to hackers [46, 
60,66,67]. As a result, flawed authorization checks result in infrastruc-
ture losses, large-scale session stealing, theft of identities stored in 
central identity management systems, and URL guessing attacks. Flawed 
software such as SQL injection attacks, command injection, cross-site 
scripting, and image manipulation can cause security breaches leading 
to lengthy unplanned downtimes, device mal-functionality, service un-
availability, and large-scale information leaks [51,60,68]. 

5.3. Data Breach Impact 

Data breaches have a variety of impacts on both individuals and 
organizations. The CIA (Confidentiality-Integrity-Availability) Triad 
Model is widely used to address the attributes of data breach incidents 
[70]. Adapting the model to this study, we identify three categories of 
data breach impacts: confidentiality, availability, and integrity. First, 

Table 4 
Data Breach Locus Summary.  

Category Definition Item Reference 

Physical Data 
Breach 

A physical point of 
adverse access to 
sensitive data  

1 Lost paper file  
2 Stolen hardware  
3 Installed rogue 

devices  
4 Unauthorized 

physical access  
5 Unauthorized 

personal computer 

[51] 
[62] 
[61] 
[51] 
[59] 

Logical Data 
Breach 

A logical point of adverse 
access to sensitive data  

1 Malicious software  
2 Vulnerable network 

infrastructure  
3 Unauthorized logical 

access  
4 Stolen intellectual 

property  
5 Flawed authorization 

checks  
6 Flawed software 

[59,63] 
[51,53] 
[46,64] 
[49,65] 
[60,66, 
67] 
[60,68]  
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confidentiality breaches are caused by data accessed outside of a business 
requirement [41]. Even if unintentional and with no proof data were 
accessed, any loss of control over the data is assumed to be a confi-
dentiality breach. Second, availability breaches involve the loss of access 
to data or data resources for any length of time [41]. Third, integrity 
breaches are caused by unauthorized or accidental manipulation of data 
while at rest, in transit, or in use regardless of the parties involved [41]. 
Particularly, integrity data breaches are often caused by retrofitting 
incomplete or improperly configured technical solutions, mis-
appropriating intellectual property and media breaches, unintentional 
insertion of computer viruses, or extortion to release transfer informa-
tion or technology assets [49,71]. Table 5 offers a summary of data 
breach impact categories and items. 

5.3.1. Confidentiality 
We identified five adverse effects caused by confidentiality data 

breaches. First, identity theft is not always the end goal as data may be 
stolen without directly causing confidentiality breaches [72]. For 
instance, an attacker may steal the identity of a lower-level employee to 
gain access to data from a higher-level executive. Fines from data 
breaches resulting in the loss of confidentiality are growing [73]. For 
example, medical and healthcare industries have strict confidentiality 
rules where fines may be leveraged at the state and federal levels. 
Lawsuits come from both companies and consumers impacted by a data 
breach [74]. For instance, in the TJ Maxx data breach incident, the 
upward of 21 lawsuits were filed and cost an estimated $1 billion in 
recovery [63]. Loss of competitive advantage can be due to the loss of 
confidential trade secrets or customers switching to competitors after 
their data were stolen in a confidentiality breach [64]. Loss of employ-
ment may be the result of a confidentiality breach for many employees of 
an organization [75]. The impact to the employees would depend on the 
size of the organization. 

5.3.2. Availability 
We identified five items that cause availability data breaches. Denial 

of service is one of the most common forms of attack, typically the result 
of the network being flooded with unwanted data to prevent legitimate 
users from accessing the site or services [76]. Stolen data include theft of 
intellectual property, customer data, patient information, employee 
data, and any nonpublic sensitive data [64]. Power outage may cause 
systems or data to become unavailable for short amounts of time [77]. 
However, depending on organizations’ locations, the power grip may 
play a significant role in the availability of the systems [78]. System 
failure is by their unplanned nature events such as software errors, 
human errors, and design flaws [60]. A major source of concern for 

organizations is malicious attackers deleting data. Recent attacks on data 
have been to encrypt data then demand a ransom, and the data will be 
deleted if the ransom is not paid, a practice known as ransomware [79]. 

5.3.3. Integrity 
For integrity data breaches, we identified data modification as an 

impact of integrity data breaches that can happen by accident through 
human failures or disgruntled employees causing corruption, mod-
ification or the loss of information and other resources, and the inter-
ruption of services [49,53,80,81]. In addition, we identified the loss of 
competitive advantage [64] and deleted data [79] as impacts of integrity 
data breaches. 

6. RESOLUTION CATEGORIES AND ACTIONS 

Resolution categories include prevention (as a proactive approach), 
containment, and recovery (as reactive approaches). Table 6 shows the 
definition of each resolution category and its possible actions to manage 
data breach incidents in an organization. 

6.1. Data Breach Prevention 

Data breach prevention refers to an intervention to lower the likeli-
hood of a data breach and its adverse impact [15]. We identified ten 
prevention actions as proactive responses. 

The most important prevention is gaining executive management 
support, which goes beyond the approval of budgets and strategic ini-
tiatives. For instance, a culture facilitated by executive management can 
be a large part of data breach prevention to manage the risks [69]. Policy 
and program management is another critical aspect in the prevention of 
data breaches. Beyond creating and managing policies and security 
programs, policy and program management should be continuously 
reviewed, and changes need to be incorporated to improve effectiveness 

Table 5 
Data Breach Impact Summary.  

Category Definition Item Reference 

Confidentiality The adverse effect data 
accessed outside of a 
business requirement will 
have  

1 Stolen identity  
2 Fines  
3 Lawsuits  
4 Loss of 

competitive 
advantage  

5 Loss of 
employment 

[72] 
[73] 
[63,74] 
[64] 
[75] 

Availability Any loss of access to data or 
data resources for any length 
of time  

1 Denial of 
service  

2 Stolen data  
3 Power outage  
4 System failure  
5 Deleted data 

[76] 
[64] 
[77,78] 
[60] 
[79] 

Integrity Any unauthorized or 
accidental manipulation of 
data while at rest, in transit, 
or in use regardless of the 
parties involved  

1 Modified data  
2 Loss of 

competitive 
advantage  

3 Deleted data 

[53,76, 
77] 
[64] 
[79]  

Table 6 
Data Breach Resolution Summary.  

Category Definition Action Reference 

Prevention An intervention to lower 
the likelihood of a data 
breach and its adverse 
impact  

1 Executive 
management 
support  

2 Policy and program 
management  

3 Data management  
4 Secure networks  
5 Identity and access 

management  
6 Awareness and 

training  
7 Monitoring  
8 Benchmarking  
9 Risk assessment  

10 Penetration testing 

[54,69] 
[54] 
[57,61, 
69] 
[61] 
[82] 
[54] 
[51,69] 
[71] 
[83] 
[84] 

Containment An intervention to limit 
the scale and scope of a 
data breach immediately 
upon detection  

1 Incident detection 
and prevention 
system  

2 Computer Security 
and Incident 
Response Team  

3 Attacker tracking  
4 Network segregation 

[46,85] 
[86,87] 
[12,55] 
[44] 

Recovery An intervention to reduce 
the consequential adverse 
impact of a data breach 
after it occurred  

1 Cybersecurity 
insurance  

2 Computer Security 
and Incident 
Response Team  

3 Root cause analysis  
4 Lessons learned  
5 Resolution before 

resuming operations  
6 Response strategies 

[88] 
[86] 
[87,89] 
[87,89] 
[51] 
[1]  
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[54]. For example, organizations need to develop security policies and 
protocols to review and improve access control on a regular basis. Data 
management is also a prevention measure of data breaches, including 
data classification [69], encryption of both data and hard drives [57], 
destruction of data, and the limitation of where and how data can be 
stored [59]. Organizations may secure mobile and media devices with 
encryption and make sure data are saved in the case of loss of those 
devices. Having a secure network is integral to preventing a data breach. 
This starts by mapping organizations’ networks and resources [61]. 
Once mapped, any changes to the organization’s networks and resources 
can easily be identified and investigated, making it important to 
continuously update the map. Identity and access management is the 
control of who an organization allows on its network or to access its 
applications [82]. Password length, expiration, and reuse as well as 
required unique usernames are important aspects of identity and access 
management. Regular access reviews and timely processes for the 
removal of access for terminated user accounts can be used for identity 
and access management. Awareness and training program is a key pre-
vention measure to reduce accidental data breaches by employees. 
Awareness is an ongoing effort that includes emails, phishing cam-
paigns, and newsletters, while training is typically driven by compliance 
but should recur annually [54]. Monitoring for data loss prevention 
should be conducted [69], as should the monitoring of networks, re-
sources, awareness and training programs, and policies. Monitoring for 
procedural errors will allow deficiencies to be caught and new proced-
ures to be implemented [51]. Benchmarking is a common practice in 
audit and should be included as part of an organization’s compliance 
audit program. By conducting regular IT audits, benchmarking can be 
established with compliance levels to compare against [71]. Risk 
assessment should be conducted within each business unit at least 
annually. Organizations need to consider the relationship between sys-
tems as well as how countermeasures for one system impact other sys-
tems and their countermeasures [83]. Penetration testing is either internal 
or external to an organization, but both have the same goal, to find 
system vulnerabilities before they can be exploited by attackers. An 
internal penetration test is conducted by internal resources and has the 
most visibility into the systems causing the least amount of stress on the 
organization. An external penetration test causes the most stress on 
systems because its goal is to see whether it can break a system or find a 
way in [84]. Organizations may determine how often a penetration test 
is required; however, an annual test should be performed at a minimum. 

6.2. Data Breach Containment 

As a reactive category, data breach containment is an intervention to 
limit the scale and scope of a data breach immediately upon detection 
[14]. We identified four containment actions to manage data breach 
incidents. 

Incident Detection and Prevention System (IDPS) provides the ability to 
identify an attack and notify appropriate personnel immediately to 
contain security risks. IDPS is also a useful tool for recording forensic 
evidence that may be used in legal proceedings against the perpetrator 
[85]. Identity management metrics can be helpful as well to inform how 
to plan the business impact, the cost to recover, and associated efforts 
such as notification [46]. Computer Security and Incident Response Team 
(CSIRT) “aims to minimize and contain the damage from computer se-
curity incidents, provide effective response and recovery, and help 
prevent future incidents. It performs some segment of the incident 
management activities and functions based on the organization’s re-
quirements. Incident management involves, but isn’t limited to, the 
coverage triage and analysis, and coverage response” (p. 17) [86]. 
Effective and timely responses are crucial to the organization’s reputa-
tion. Delayed responses not only affect the organization’s standing in a 
negative manner but also impede other organizations’ defensive and 
corrective measurements as the DARPA panel concluded [86]. Accord-
ing to Ahmad et al. [87], CSIRTs generally engage in six sequential 

stages: preparation, identification, containment, eradication, recovery, 
and follow-up. Attacker tracking includes the use of honeypots to track 
the perpetrators who are actively seeking information to commit theft 
[12]. Attacker tracking can be done by logging or observing a person’s 
behavior [55]. Network segregation contains the affected device(s) to 
prevent the attack from spreading to other devices or organizations; 
hence, organizations need to secure their networks and may use 
scale-free networks [44]. 

6.3. Data Breach Recovery 

Data breach recovery is another reactive category to reduce the 
consequential adverse impact of a data breach after it occurred [14]. We 
identified six actions of the data breach recovery category. 

Cybersecurity insurance includes securing enterprises against cyber-
security risks. Regarding security investment decisions, an organization 
needs to understand: (1) the shape and significant input variables to its 
security function, (2) how to measure six input variables (effectiveness 
of security measures, expected number of attacks, probability of attack 
success, vulnerabilities, costs to organizations themselves and other 
parties, and payoffs for organizations themselves and other parties) that 
people have some decision-making authority over, and (3) whether each 
party has partial or complete information about the relevant variables 
[88]. As such, cybersecurity insurance helps organizations cover losses 
due to data breaches. Computer Security and Incident Response Team 
(CSIRT) provides services and support to defined constituencies—to 
prevent, detect, and respond to computer security incidents [86]. CSIRT 
provides the following services after security incidents: alerts and 
warnings, incident handling and analysis, incident response on site (e.g., 
incident response support and incident response coordination), vulner-
ability handling (e.g., vulnerability analysis and response, vulnerability 
response coordination), artifact handling (e.g., artifact analysis and 
response), and artifact response coordination [86]. Root cause analysis is 
used to gather evidence of misuse, identify perpetrators, and explore the 
methods used by perpetrators [87]. For example, the incident reports 
include contact details of the incident reporter, description of the 
identified security issues, evaluation of the sufficiency of the data, and 
an initial classification [89]. Lessons learned are analyzed after a data 
breach has occurred; a good security practice is to start new documen-
tation or revise existing documentation as soon as incidents are 
discovered [89]. Organizations can estimate losses from comparable 
incidents focusing on technical lessons learned, followed by causal fac-
tors and mitigation issues [87]. Insights gained from incident responses 
eventually create change in security processes [87]. Resolution before 
resuming operations includes finding a solution or workaround after a 
data breach has occurred. Organizations should focus on any affected 
component to make sure that threat has been contained, and that threat 
will not impact any further resources [51]. For response strategies, or-
ganizations communicate both inside and outside once data breaches 
have been contained. Such communication is often a requirement, 
depending on the industry, state, federal, or international reporting re-
quirements. Response strategies may reduce the impacts of data 
breaches and may include an apology. For instance, organizations may 
announce the occurrence to the public, identify how there were 
breaches, the containment and recovery steps taken to resolve it, and 
compensation plans for those affected [90]. As an effective recovery 
mechanism, response strategies may mitigate the consequential repu-
tational and financial impacts of data breaches [1,45]. 

7. MANAGEMENT OF PROFILES AND INCIDENTS 

As shown in Fig. 2, our framework proposes that organizations 
identify their risk and resolution profiles and link them to effectively 
manage data breach incidents. The proposed framework helps managers 
identify the profile of the data breach risks their organization faces, 
which enables them to develop guidelines for data breach management 
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in their contexts. It also helps managers prepare and respond to data 
breach incidents by identifying the profile of resolution techniques—-
prevention, containment, and recovery—that are available in their or-
ganizations. According to Baskerville et al. [15], prevention techniques 
aim at managing predicted threats, whereas containment and recovery 
techniques retain an essential role in minimizing the adverse impacts of 
data breaches in today’s dynamic threat environments. Each resolution 
technique suggests a schematic plan, which decreases the likelihood and 
impact of risky incidents on organizations. For example, to manage 
unauthorized access as one of the intentional data breaches, organiza-
tions need to adopt the advanced encryption system (in prevention 
category), which reduces the risk of a data breach in the event of theft 
[51] along with secure password and authentication mechanisms [53]. 
As another example, to help mitigate data from being accessed on lost or 
stolen hardware (e.g., loss or reuse of media devices in unintentional 
data breach category, lost paper file and stolen equipment in physical 
access category, and stolen intellectual property in logical data breach 
category), there are two preventive measures. One is the use of disk 
encryption, which can be used on any hard drive that may store or 
process sensitive information. Another is an access control policy that 
not only requires a strong password but also takes action, such as de-
leting the data after failed password attempts. 

Accordingly, our study offers guidance on how organizations can 
manage data breach incidents as follows. First, organizations may 
combine their profiles of risk and resolution categories to fit their pur-
poses and contexts. Iversen et al. [31] suggested the risk-strategy model 
that links patterns of risk-resolution to outcomes. Restated, organiza-
tions assess the risk profiles with a simple scale (e.g., high or low) and 
classify a variety of data breach incidents in a few possible situations. 
For each situation, organizations build their risk strategies that are 
composed of appropriate resolution techniques [31,91]. In addition, 
specific factors such as size and subsidiary status influence the impacts 
of data breaches on the organization’s reputation and stock market re-
turn [92]. Therefore, such risk-strategy models can help organizations 
manage data breach incidents contingently in uncertain contexts. 

Second, rapidly changing business environments require organiza-
tions to develop dynamic capabilities that enable them to timely sense 
and respond to changes in the environment [93]. Organizations should 
appropriately and timely respond to both anticipated and unexpected 
changes and take advantage of change opportunities in turbulent busi-
ness environments [94]. For example, the VERIS (Vocabulary for Event 
Recording and Incident Sharing) framework [39] can be a useful tool for 
evidence-based and post-incident analysis, providing metrics useful to 
risk management and sharing that information with others in the spe-
cific communities. To effectively manage data breach incidents, orga-
nizations need a continuous learning process focused on environmental 
and technological changes as well as current management capabilities. 
Therefore, constant vigilance in the management of data breach in-
cidents requires organizations to keep updating their risk and resolution 
profiles based on lessons learned and to better respond to possible future 
incidents. Such organizational agility is required in today’s constantly 
evolving data breach context. 

8. DISCUSSION 

Along with the increasing concerns of information security and pri-
vacy in business environments, data breaches are a key challenge to 
organizations. Despite numerous studies on data breaches, organiza-
tions have struggled to effectively manage data breach incidents. To 
address this problem, this study has developed a conceptual and prac-
tical model for data breach management from a risk management 
perspective and based on a systematic review of existing literature. The 
model offers a comprehensive conceptualization of risk categories 
(items) and of resolution categories (actions) as a synthesis of prior 
literature on data breach and risk management. Based on these insights, 
organizations can identify their risk and resolution profiles and draw on 

the implied heuristics to manage data breach incidents. As a result, we 
offer an integrated risk model for data breach management, as depicted 
in Fig. 3. 

8.1. Theoretical Implications 

Our study has several theoretical implications. First, we extend data 
breach research by offering an integrated risk model for data breach 
incident management. While prior studies have focused on data breach 
impacts in organizations, there has been little research on how organi-
zations prevent and respond to data breach incidents [11]. Our model 
draws on the behavioral view of risk management, which includes risk 
categories and items, resolution categories and actions, and heuristics 
for combining them [16]. Accordingly, by synthesizing risk items and 
resolution techniques from prior literature, our comprehensive data 
breach and resolution profiles can serve as a starting point for devel-
oping different types of risk management models [31] related to data 
breaches in dynamic business and security environments. 

Second, previous research has mostly conducted IS security man-
agement from either a prevention perspective (before data breach in-
cidents) or a response perspective (after data breach incidents). 
Specifically, the prevention-oriented security frameworks and their 
predefined security controls have been emphasized in prior studies, even 
though they may be less ideal in the current dynamic threat environ-
ments [15,45]. As such, little research has integrated both perspectives 
to comprehensively manage data breach incidents through prevention, 
containment, and recovery actions. By combining two different security 
paradigms—prevention and response—in the data breach context, this 
study complements the existing body of knowledge on data breach 
research based on the incident-centered security management model 
[15]. 

8.2. Practical Implications 

Our study also has important practical implications. First, organi-
zations can use our conceptualization of risk-resolution profiles and the 
integrated approach to data breach management to shape managerial 
attention toward data breaches [16]. Our model allows practitioners (1) 
to develop risk and resolution profiles specifically to their organizational 
context, (2) to apply these to more effectively manage data breach in-
cidents, and (3) to learn from these incidents to dynamically evolve their 
risk and resolution profiles. Through such orchestration of our inte-
grated risk model, organizations may develop proactive and reactive 
heuristics and strategies [16] to manage data breach incidents. 

Second, organizations are under pressure to act both swiftly and 
transparently to data breach incidents, as slow responses may result in 
legal fines and reputational damages [95]. Organizations’ response time 
to manage data breach incidents impacts the cost of breaches beyond the 
data lost or disclosed. As such, the processing time to recognize, analyze, 
and respond to data breach incidents is vital to minimize the damages an 
incident may cause [86]. By identifying potential threats (i.e., risk 
profiles) and possible actions (i.e., resolution profiles) before an incident 
occurs, organizations can reduce the time it takes to respond to the 
incident and reduce the cost to recover from it. As such, our integrated 
risk model can help practitioners manage data breach incidents in a 
timely and cost-effective manner. 

8.3. Limitations and Future Research 

Researchers and practitioners should be aware of the limitations of 
our research. First, we followed a systematic approach to sample extant 
literature (Table 1). However, the reviewed articles were limited by our 
search keywords and criteria for including studies. For example, 
although we used the search keywords “data breach AND risk man-
agement,” the term “data breach” is used interchangeably with security 
breach, privacy breach, or information breach. As such, this study may 
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have omitted relevant studies that could provide further insights. For 
instance, Gwebu et al. [45] examined the role of response strategies in 
mitigating the negative financial impact of data breaches; they also 
argued that more nuanced response strategies are required to effectively 
manage data breaches. Although this study provided insights on how to 
manage data breaches in terms of crisis management and reputation 
perspectives, it was excluded from our literature sample. In addition, 
recent studies on information security have focused on the role of em-
ployees’ compliance with IT security policies in mitigating security 
threats or risks [96], emphasizing that organizations can prevent data 
breach incidents by constantly monitoring the compliance with existing 
security procedures and protocols. Therefore, we encourage further 
research to update the proposed integrated model for data breach risk 
management to reduce any omission bias from excluding insights from 
broader literature and emerging research. 

Second, the above-mentioned search criteria reveal another limita-
tion. The management of data breach risks has been widely discussed by 
practitioners in business reports and practitioner journals. While those 
publications include valuable practical insights, we only included peer- 
reviewed academic articles in our sample. For example, the VERIS 
framework originated by Verizon’s Data Breach Investigation Report 
(DBIR) [38,39] provides standardized metrics for reporting and sharing 
security incident information such as incident tracking, victim de-
mographics, incident descriptions (the A⁴ Threat Model), discovery and 
response, and impact assessment. These complementary insights can 
help organizations improve their capability to understand and manage 
data breach incidents. Hence, by extending the scope to include 
practitioner-oriented publications, future research can refine the pro-
posed integrated risk model and reduce theory-practice gaps in the 
model. 

Third, we did not consider the profiles of data breach risks and res-
olutions in specific contexts. Hence, further insights may be gained from 

investigating differences and commonalities across industries or firm- 
specific contexts. Such insights could be used to develop concrete sets 
risk and resolution profiles as part of risk-strategy models for specific 
data breach contexts. 

9. CONCLUSION 

In response to increasing data breach vulnerability, the present study 
addresses how organizations can manage data breach incidents by 
identifying risk and resolution profiles and by developing managerial 
heuristics for risk and resolution. Drawing on the risk management 
theory and a systematic literature review, the study provides an inte-
grated risk model for data breach management. The model provides a 
foundation that researchers and practitioners can use to understand data 
breach incidents and to develop data breach management strategies in 
dynamic security environments. Specifically, the study advances 
research into data breach management by providing a detailed vocab-
ulary and related heuristics for data breach risks and resolutions in light 
of technological developments. In doing so, it highlights the role of risk 
management as a comprehensive approach to constantly orchestrate 
data breach risks, resolutions, and heuristics in accordance with an or-
ganization’s dynamic capabilities, technology architecture, and envi-
ronmental changes. 
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Fig. 3. Integrated Risk Model for Data Breach Management.  
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Appendix A. Coding Scheme  

Concept Code Definition Examples 

Data Breach Cause BC The primary event that causes a data breach incident [41]. - 
Intentional Data 

Breach 
IBC A breach incident caused by a malicious act where the intent 

is to cause harm to an organization [47]. 
Disgruntled employee who steals confidential data; hackers who breach a system to 
steal confidential data or cause destruction of any kind [47]. 

Unintentional Data 
Breach 

UBC A breach incident caused by accidental actions either by an 
individual or a process and without malicious intent [47]. 

Loss of media containing confidential data; accidental sharing of confidential data 
with unauthorized individuals by any means [47]. 

Data Breach Locus BL The point of adverse access to sensitive information [42]. - 
Physical Data 

Breach 
PBL A breach incident caused by the loss of control over a 

physical asset containing sensitive information [43]. 
Loss of control over media of any type, or hardware such as laptops, PDAs, or other 
computing devices [43]. 

Logical Data Breach LBL A breach incident caused by the loss of control over logical 
access to sensitive information [43]. 

Loss of control over sensitive information through insider action(s) by an authorized 
employee, contractor, vendor, partner, or consumer providing access to the sensitive 
information whether intentional or unintentional [43]. 

Data Breach Impact BI The adverse effect a data breach may have on an 
organization [44]. 

- 

Confidentiality CBI Data accessed outside of a business requirement whether by 
an authorized or unauthorized party [41]. 

Accessing data using electronic means such as malware, spyware, or viruses whether 
by a malicious actor, regardless of their being internal or external to an organization; 
access of confidential data by an authorized party within an organization but without 
a legitimate business reason [41]. 

Availability ABI Any loss of access for any length of time to data or data 
resources [41]. 

Distributed Denial of Service (DDoS) attacks causing service downtime, or 
unavailability of access to services or data [41]. 

Integrity IBI Any unauthorized or accidental manipulation of data while 
at rest, in transit, or in use regardless of the parties involved 
[41]. 

Accidental or intentional deleting of data; accidental or intentionally unauthorized 
altering of data; accidental or intentional unauthorized destruction of media 
containing data [41]. 

Data Breach 
Resolution 

BR The intervention of an organization to decrease the 
likelihood of a data breach or mitigate its adverse impacts 
[17]. 

- 

Prevention PBR An intervention that is to lower the likelihood of a data 
breach and its adverse impacts from happening [15]. 

Proper warnings and safeguards (e.g., intrusion detection system, security policy, and 
regulation), security awareness programs, and access controls (e.g., identification, 
authentication, and authorization) [15]. 

Containment CBR An intervention that is to limit the scale and scope of a data 
breach that has happened [14]. 

Turning off ports or services in external organizations, cleaning up IT systems by 
reinstalling software [97]. 

Recovery RBR An intervention that is to reduce the adverse impacts of a 
data breach that has happened [14]. 

Disaster recovery planning for retaining or protecting information assets occurred by 
data breach [15].  
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