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This paper addresses the interplay between robots, cybersecurity, and safety from a Euro- 

pean legal perspective, a topic under-explored by current technical and legal literature. The 

legal framework, together with technical standards, is a necessary parameter for the pro- 

duction and deployment of robots. However, European law does not regulate robots as such, 

and there exist multiple and overlapping legal requirements focusing on specific contexts, 

such as product safety and medical devices. Besides, the recently enacted European Cy- 

bersecurity Act establishes a cybersecurity certification framework, which could be used to 

define cybersecurity requirements for robots, although concrete cyber-physical implemen- 

tation requirements are not yet prescribed. In this article, we illustrate cybersecurity chal- 

lenges and their subsequent safety implications with the concrete example of care robots. 

These robots interact in close, direct contact with children, elderly, and persons with disabil- 

ities, and a malfunctioning or cybersecurity threat may affect the health and well-being of 

these people. Moreover, care robots may process vast amounts of data, including health and 

behavioral data, which are especially sensitive in the healthcare domain. Security vulnera- 

bilities in robots thus raise significant concerns, not only for manufacturers and program- 

mers, but also for those who interact with them, especially in sensitive applications such 

as healthcare. While the latest European policymaking efforts on robot regulation acknowl- 

edge the importance of cybersecurity, many details, and their impact on user safety have 

not yet been addressed in depth. Our contribution aims to answer the question whether the 

current European legal framework is prepared to address cyber and physical risks from care 

robots and ensure safe human–robot interactions in such a sensitive context. Cybersecurity 

and physical product safety legal requirements are governed separately in a dual regulatory 

framework, presenting a challenge in governing uniformly and adequately cyber-physical 

systems such as care robots. We conceptualize and discuss the challenges of regulating 

cyber-physical systems’ security with the current dual framework, particularly the lack of 
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mandatory certifications. We conclude that policymakers need to consider cybersecurity as 

an indissociable aspect of safety to ensure robots are truly safe to use. 

© 2021 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY license 

( http://creativecommons.org/licenses/by/4.0/ ) 
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1 The European Commission has appointed several experts to 
advise the Consumer Safety Network (CSN) in the revision of the 
General Product Safety Directive under the ‘Sub-Group on Arti- 
ficial Intelligence (AI), connected products and other new chal- 
lenges in product safety.’ 

2 See https://www.wired.com/2015/07/hackers-remotely-kill- 
jeep-highway/ and https://ec.europa.eu/consumers/consumers _ 
safety/safety _ products/rapex/alerts/?event=viewProduct& 

reference=A12/1671/15&lng=en . 
. Introduction 

obots are cyber-physical systems that combine hardware 
nd software components, network and communication pro- 
esses, mechanical actuators, controllers, operating systems,
nd sensors to interact with the physical world ( Quarta et al.,
017 ). Typically divided between industrial and service robots 
epending on whether they are ‘for use in industrial au- 
omation applications’ or ’perform useful tasks for humans’ 
 ISO 8373 2012 ), these complex systems increasingly inter- 
ct with humans in professional, public, private, or health- 
are settings. Examples include industrial robots, warehouse 
obots, feeding robots, exoskeletons, assistants, socially inter- 
ctive robots, robotic wheelchairs, or robotic surgeons. The 
haracteristic feature of these systems is that they create an 

nterconnected structure where the virtual and the physical 
ntersect ( Fosch-Villaronga and Millard, 2019 ). 

Cloud services allow robots to offload heavy computa- 
ional tasks such as navigation, speech, or object recognition 

n the cloud, and mitigate this way some of the limitations 
osed by their physical embodiment ( Fosch-Villaronga and 

illard, 2019 ). However, ’the more functions are performed 

cross interconnected systems and devices, the more op- 
ortunities for weaknesses in those systems to arise, and 

he higher the risk of system failures or malicious attacks’ 
 Michels and Walden, 2018 ). To date, nonetheless, there is lit- 
le understanding to what extent an attacker can exploit the 
omputational parts of a robot to affect the physical environ- 
ent in industrial ( Quarta et al., 2017 ), social ( Lera et al., 2017 ),

r medical environments ( Bonaci et al., 2015 ), and what that 
ould entail for the users involved in the interaction. 

Some authors argue that while robotics manufacturers set 
 high priority on safety, development costs, market timing,
nd customer-oriented features; consumers often disregard 

ecurity concerns, valuing more usability, functionality, and 

ompetitive prices ( Clark et al., 2017 ). However, research indi- 
ates consumers’ willingness to prioritize and pay more for 
igher security when they buy connected products, provided 

he security level is communicated in a comprehensible way,
uch as a security label ( Johnson et al., 2020 ; European Com- 
ission, 2020a , 2020b ). 
Furthermore, security vulnerabilities in robots raise signifi- 

ant concerns for manufacturers, programmers, and for those 
ho interact with them in domains of sensitive applications 

uch as healthcare. In a healthcare setting, robots interact 
n close, direct contact with children, older adults, and per- 
ons with disabilities and it may be unclear for the target user 
hether the robot is functioning properly or is under attack 

 Fosch-Villaronga et al., 2018 ). Attackers can compromise the 
ontrolling of robots and have effects on the production chain 

 Quarta et al., 2017 ). In the health sector, such an attack to a
ealthcare robot may affect the health, well-being and safety 
f people, something that agencies like the Food and Drug Ad- 
inistration (FDA) in the U.S. identify as an unresolved, major 

oncern ( FDA, 2019 ). 
Interconnected ‘things’ and robots outside of factories are 

elatively new, and legislation establishing safety require- 
ents was mostly designed for things working in isolation,
ostly in industrial environments. Revisions of these legis- 

ations, mainly the General Product Safety Directive, are only 
cheduled for this year 2020.1 Cybersecurity and safety con- 
erns are also often addressed in separate pieces of legisla- 
ion, as if policymakers failed to recognize the link between 

ybersecurity and safety in the case of cyber-physical systems,
ncluding products, or medical devices ( FDA, 2019 ). 

In this paper, we argue that, as cyber-physical systems,
obots need safeguards relating to the physical and digital 
arts to be safe. Robots represent an interface to the physi- 
al world, making security concerns particularly salient be- 
ause, unlike traditional computers, they can have an immedi- 
te physical effect on their environment ( Morante et al., 2015 ).
cknowledging such a link is essential in the healthcare do- 
ain, as ‘vulnerabilities could allow unauthorised users to re- 
otely access, control, and issue commands to compromised 

evices, potentially leading to patient harm’ ( FDA, 2019 ). 
Our contribution aims to highlight the missing link be- 

ween cybersecurity and safety and to discuss potential so- 
utions within the current European legal framework. Cyber- 
ecurity and physical product safety legal requirements are 
overned separately, presenting a challenge in governing uni- 
ormly and adequately cyber-physical systems such as care 
obots. We conceptualize and discuss the challenges of regu- 
ating cyber-physical systems’ security with the current weak 
ink between safety and cybersecurity, particularly the lack of 

andatory professional certifications. We cover an area, care 
obots, where cybersecurity and its impacts on user safety are 
articularly salient. 

. Cybersecurity, safety, and robots 

yber-physical systems may present a risk in case of cyber- 
ttacks. In 2015, a Jeep Cherokee was switched off remotely 
y hackers while being driven by a journalist.2 In another ex- 
mple, the Stuxnet virus subtly changed the speeds that the 

http://creativecommons.org/licenses/by/4.0/
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Table 1 – Examples of ‘most interesting’ healthcare robot 
applications according to the Policy Department for Eco- 
nomic, Scientific and Quality of Life Policies of the Euro- 
pean Parliament ( Dolic et al., 2019 ). 

Healthcare robot applications 
Robotic surgery Allowing more accurate, less 

invasive and remote interventions 
relying on the availability and 
assessment of vast amounts of 
data 

Care and socially 
assistive robots 

Allowing to meet the expanding 
demands for long-term care from 

an aging population affected by 
multi-morbidities 

Rehabilitation 
systems 

Supporting the recovery of 
patients as well as their long-term 

treatment at home rather than at a 
healthcare facility 

Training for health 
and care workers 

Offering support for continuous 
training and life-long learning 
initiatives 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Iranian nuclear centrifuges spun, damaging or destroying the
carefully calibrated machines ( Holloway, 2015 ). These are ex-
amples that highlight the very real risks of exploiting the vul-
nerabilities of cyber-physical systems in general. 

These cybersecurity risks are also relevant for the context
of service robots, because systems that exert direct control
over the world can cause harm in a way that humans can-
not necessarily correct or oversee ( Amodei et al., 2016 ). Ser-
vice robots interact with humans and, in the healthcare sector,
users are often in a vulnerable position, which makes these
risks more critical. For example, a teleoperated surgical robot
has been hacked by researchers, and bodily harm might have
been the consequence, if this had been done by a malicious
hacker.3 

In this article, care robots are used as an illustrative exam-
ple of a cyber-physical system that interacts with vulnerable
parts of the population. Vulnerabilities in such examples are
particularly salient because hackers could remotely access,
control, and issue commands to compromise the robot, po-
tentially leading to patient harm. 

2.1. Care robots as human-interacting machines 

There is an increasing policy interest in transforming health-
care in a way comparable to how robotics changed the in-
dustry in terms of increased productivity and resource effi-
ciency ( Cresswell et al., 2018 ). The urge to increase the qual-
ity and safety of care while simultaneously restraining ex-
penditure motivates such policy interest ( Yang et al., 2017 ). To
this end, healthcare robots are likely to be deployed at an un-
precedented rate ( Simshaw et al., 2015 ) as a result of their re-
duced cost and their increased roles and capacities (( COMEST,
2017 ) to perform medical interventions, support impaired pa-
tients, provide therapy to children or keep the elderly com-
pany ( Fosch-Villaronga and Drukarch, 2021 ). 

In 2019, the Policy Department for Economic, Scientific and
Quality of Life Policies of the European Parliament identified
robotic surgery, care and socially assistive robots, rehabilita-
tion systems, and training for healthcare workers as ‘the most
interesting applications of healthcare robots’ ( Dolic et al.,
2019 ) ( Table 1 ): 

The European Parliament also highlighted that ‘possible
applications of AI and robotics in medical care ( are) managing
medical records and data, performing repetitive jobs (analyz-
ing tests, X-rays, CT scans, data entry), treatment design, dig-
ital consultation (such as medical consultation based on per-
sonal medical history and common medical knowledge), vir-
tual nurses, medication management, drug creation, precision
medicine (as genetics and genomics look for mutations and
links to disease from the information in DNA), health mon-
itoring and healthcare system analysis, among other appli-
cations’ ( European Parliament, 2019 ).4 These applications are
mainly software-based Artificial Intelligent (AI)-driven tech-
nologies, that may be embodied or not. 
3 MIT Technology Review, Security Experts Hack Teleoperated 
Surgical Robot, April 24, 2015, https://www.technologyreview. 
com/2015/04/24/168339/security- experts- hack- teleoperated- 
surgical-robot/ . 

4 Italics added. 

 

 

The European Foresight Monitoring Network (EFMN, 2008 )
defined healthcare robots as systems able to perform coor-
dinated mechatronic actions (force or movement exertions)
based on processing information acquired through sensor
technology, to support the functioning of impaired individu-
als, medical interventions, care and rehabilitation of patients
and also individuals in prevention programs. 

Some robots depend mainly on their physical embodiment
because they need to perform a task that affects their im-
mediate environment, for instance, to deliver medicines in
a hospital, pick up an object from the floor or help patients
get dressed. Others, on the contrary, may have a greater re-
liance on cloud services, for example, if an intelligent speaker
hears and answers a question from a user in real-time and
in natural language ( Fosch-Villaronga and Millard, 2019 ). As
Amodei et al. (2016) explain, systems outputting a sugges-
tion to human users, such as speech-based systems, may have
relatively limited potential to cause physical harm compared
to those systems that exert direct control over the physical
world. Still, these systems could challenge the mental health
and the emotional wellbeing of users too. Cybersecurity-
related incidents may then manifest in various degrees for
users, depending on the type of attack but also on the con-
figuration of the robotic system and it is essential to have an
holistic understanding of safety in this respect. 

2.2. Care robots’ cybersecurity 

Care robots’ cybersecurity is underexplored in the literature.
We conducted a literature review of relevant technical arti-
cles, mainly derived from searches at the IEEE or the arXiv
databases. For the arXiv database from Cornell University,
the words “healthcare robot cybersecurity,” produced no re-
sults,5 while the words “medical robot cyber security” pro-
5 See https://drive.google.com/file/d/1rVtW1M2uRMHiQUHR7- 
kNT _ L3yfOz7A _ Ia/view?usp=sharing, captured on October 10, 
2019. 

https://www.technologyreview.com/2015/04/24/168339/security-experts-hack-teleoperated-surgical-robot/
https://drive.google.com/file/d/1rVtW1M2uRMHiQUHR7kNT_L3yfOz7A_Ia/view?usp=sharing
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Table 2 – Example of a care robot security attack based on 

( Clark et al., 2017 ). 

Attack scenario for care robots 
Consider the use of a robot in the home of an elderly person 
that lives alone. The function of the robot would be to allow 

the user’s family to remotely monitor and locate him/her in 
case of a medical or health crisis. The robot is connected to the 
Internet via the home’s wireless network and is equipped with 
a video camera, microphone, and speaker for the family to 
both view and communicate with the user. A financially 
motivated attacker could perform an application level attack 
by penetrating the home network and probing for the robot’s IP 
address to reach the username/password login entry. Using a 
buffer overflow attack the attacker uses the entry of the login 
to overflow the stack with malicious code and inserts a return 
address that points to the malicious code. Once executed the 
attacker could have full control of the robot and is then free to 
monitor the elderly victim via camera or microphone seeking 
out information such as credit card data to be used for 
financial gain. 
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Table 3 – Modeling the robot cybersecurity scenarios 
( Lera et al., 2017 ). 

Modeling the robot cybersecurity scenarios 
Origin Accidental, unforeseen 

Natural, natural disasters 
Attack, generated by external users 

Target Physical 
Cyber 
Cyber-physical 

Robot 
impact 

Destruction, non-operability 
Partial damage, robot malfunction 
Degradation, capability decreased over time 
Disruption, interruption 
Unexpected behavior 

External 
impact 

Public and private 
regulation entities 

Final user 
Business 
High-level 
organization 

Risk Safety 
Privacy 
Confidentiality 
Integrity 
Availability 
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uced only three results.6 For IEEE Xplore Digital Library, 15 
esults appeared after including (“All Metadata”: healthcare 
R “All Metadata”:care) AND (“All Metadata”: robot OR “All 
etadata”: robots) AND (“All Metadata”:cyber security OR “All 
etadata”:cybersecurity). The words “healthcare robot cyber 

ecurity,” produced eight results,7 of which one is a table of 
ontents, another is a review of the conference IEEE PerCom 

015, a previous paper on cloud services for healthcare robots 
 Fosch-Villaronga et al., 2018 ). The rest focused on mobile 
ealth applications, ‘smart healthcare devices,’ or in general 
n cyber-physical systems but did not have a clear focus on 

he researched topic. Although the search “medical AND robot 
ND cyber AND security” in the IEEE database produced 22 re- 
ults, the majority of them did not relate to healthcare appli- 
ations, or they were tables of contents which did not help our 
ontent gathering.8 Based on these results, we handpicked ar- 
icles that corresponded to similar keywords in Google scholar,
ocusing on existing literature on industrial robots, and with- 
ut following any systematic approach. 

Part of the available technical research has examined 

ybersecurity vulnerabilities in industrial production lines 
 Quarta et al., 2017 ) and telerobotic surgery ( Bonaci et al., 2015 ).
owever, there is still little understanding of the actual risks 
f attacks exploiting security vulnerabilities of other robots 

n healthcare, such as exoskeletons, companion robots, or so- 
ially assistive robots ( Ayala, 2016 ). 

The following example relates to care robots ( Table 2 ): 
This example illustrates one plausible negative outcome 

hat an attack on a care robot could involve, but we could 

hink of other scenarios involving surgery robots, physically 
ssistive robots such as lower-limb exoskeletons, or social 
6 See https://drive.google.com/file/d/1Gi7xuDdUIRrsH2eWeKm- 
oIK4tFsVEjzs/view?usp=sharing, captured on October 10, 2019. 
7 See https://drive.google.com/file/d/1Ear4nT8wAfCscyxgeep _ 
miRGAN76FYO/view?usp=sharing, captured on October 10, 2019. 
8 See https://drive.google.com/file/d/1cy29fkL1fRcw1nIUDMpG- 
VI0rsuKkDle/view?usp=sharing, captured on October 10, 2019. 
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obots for dementia or autism and the consequences an at- 
ack would imply for the user. To understand the underlying 

agnitude of the problem, we bring forward findings concern- 
ng robot security for medical robots as exposed in the work of 
era et al. (2017) who modeled the security scenarios depend- 
ng on their origin, the target, the robot impact, the external 
mpact, and the risk (in their case, privacy and safety) ( Table 3 ):

This classification complements the description of 
lark et al. (2017) , who categorized embedded systems 
yberattacks in hardware, firmware, and application. Hard- 
are attacks may happen during the production time or the 

obot use, and typically include hardware backdoors, hard- 
are trojans, eavesdropping, fault injection, and hardware 
odification ( Clark et al., 2017 ). At the application level,

ypical attacks include viruses, worms, software trojans, and 

uffer overflow ( Clark et al., 2017 ). In the example above, a
uffer overflow attack allows an attacker to have full control 
f the robot, which could subsequently compromise the 
rivate information of the user, but also affect his or her 
afety. 

The attacks may look different if the robot is autonomous 
r teleoperated, and various embodiments of robots, including 
ighly anthropomorphic robots or wearable robots, can open 

pecific risks ( Fosch-Villaronga, 2019a ). Bonaci et al. (2015) re- 
ort that specific attacks are very noticeable in teleoperated 

obotic surgical systems. For instance, intention modification 

ttacks involve unusual robot movements, which the surgeon 

an easily observe because he or she knows what to expect 
rom the system. Other attacks like intention manipulation,
owever, are much harder to notice ( Cerrudo and Apa, 2017 ). In

hese attacks, the attacker only modifies feedback messages 
riginating from a robot. If the surgeon assumes the feedback 
f the surgical robot as valid, then he or she will act upon it and
ay unintentionally harm a patient ( Wedmid, Llukani and 

ee, 2011 ). Unfortunately, the noticeability of the attack may 

https://drive.google.com/file/d/1Gi7xuDdUIRrsH2eWeKm1oIK4tFsVEjzs/view?usp=sharing
https://drive.google.com/file/d/1Ear4nT8wAfCscyxgeep_omiRGAN76FYO/view?usp=sharing
https://drive.google.com/file/d/1cy29fkL1fRcw1nIUDMpG9VI0rsuKkDle/view?usp=sharing
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Fig. 1 – Robot risk bow-tie diagram: various cyber risks may lead to consequences in the physical context in which the robot 
operates. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

not be evident for patients and inexperienced users that do
not know what the expected behavior of the robot is. This
could happen with social robots supporting elderly or chil-
dren. Robot users may not notice that the robot is not the only
relevant unit in the interaction but that many information
flows happen in the background ( Fosch-Villaronga et al., 2018 ).
In this sense, malfunctions or modifications in the robot’s be-
havior may equally remain unnoticed as they may consider
that behavior as a normal robot behavior. 

Fig. 1 simplifies what we expounded before in a bow-tie dia-
gram that illustrates how the cyber and the physical domains
are connected in the context of robot risks, where risks can
originate in the cyber-domain and can lead to physical conse-
quences, including human physical and psychological harm.
From this review, we see that there are cyber attacks that
could potentially affect robot task performance and endanger
users’ safety, although it may not always be intelligible to the
user. 

These concerns show a clear link between cybersecu-
rity and safety. The European Parliament has highlighted
the importance of the security of robotic systems in sev-
eral resolutions ( European Parliament, 2017 ; European Par-
liament resolution of 12 February 2019 on a comprehen-
sive European industrial policy on artificial intelligence and
robotics (2018/2088(INI)) 2018 ). Nevertheless, it is unclear what
regulatory measures need to be taken as there may not be an
urgent need to regulate ex novo , as there is already a body of
laws in place that addresses some of these issues. 

2.3. The legal framework for care robots 

There is not a single, unified legal framework for the problems
arising from human–robot interactions ( Holder et al., 2016 )
let alone for healthcare robots ( Fosch-Villaronga, 2019a ). How-
ever, it is often unclear how such robots can be legally clas-
sified. Such classification depends on their intended use, so
these robots could be seen as either medical devices or gen-
eral products , which are regulated differently. Power dynam-
ics between private standards and public policymaking, how-
ever, confuse robot classification and their subsequent gov-
ernance further ( Fosch-Villaronga and Golia, 2019a ; Fosch-
Villaronga and Golia, 2019b ). While public policymakers un-
derstand healthcare robots as medical devices, the industry
pushes for new ’in-between’ categories such as personal care
robots that are not medical devices although they are intended
for care purposes ( Fosch-Villaronga, 2016 , 2019a ). The ISO
13482:2014 standard on safety requirements for ‘personal care
robots,’ for instance, defines this category as ’service robot that
performs actions contributing directly towards improvement
in the quality of life of humans, excluding medical applica-
tions.’ The standard does not define personal care , although it
excludes robots with medical purposes, and includes physical
assistants such as exoskeletons, ’wheeled passenger carriers’
reminding of wheelchairs (currently considered medical de-
vices), and ’mobile servant robots’ that may work as socially
assistive robots in healthcare settings ( Fosch-Villaronga, 2016 ,
2019a , 2019b ). 

These confusions blur the understanding of how health-
care robots are classified legally speaking and, subsequently,
which requirements roboticists have to meet to be compli-
ant with binding regulations. In turn, this ultimately affects
their safety, as it is not clear what minimum safeguard base-
line needs to be, by law, respected by robot makers. Although
the industry took a step forward in regulating service robots
outside the industrial context, this hidden confusion, in turn,
opens the door to potentially noncompliant robots with exist-
ing binding regulations, such as the medical device regulation
or the product safety directive. Industrial standards are non-
binding, with no fixed consequences for violations, and they
cost money, representing the privatization of the law ( Fosch-
Villaronga and Golia, 2019a , 2019b ). They also often focus on
one single impact, namely physical safety, conveying the im-
pression that other aspects such as privacy, data protection,
autonomy, psychological harms, or dignity do not play a role
in ensuring a safe human–robot interaction ( Holder et al., 2016 ;
Leenes et al., 2017 ; Fosch-Villaronga, 2019a ). Moreover, words
such as ‘cyber’ and ‘security’ do not appear in ISO 13482:2014
on safety requirements for personal care robots, and it is
only very recently that medical devices have to incorporate
cybersecurity requirements as established in Annex I of the
new Medical Device Regulation ( Medical Device Coordination
Group, 2019 ). 

Whether something is classified as a medical device, as
an object of personal care, or a toy may vary depending on
the intended purpose of the ‘device,’ which has several con-
sequences for regulatory requirements. In this respect, it is
worth reminding that what will count as a medical device is the
real intended purpose of the device, not what the producer
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tates.9 Important to mention also the lex specialis relation- 
hip between the product safety frameworks for the situations 
hen they overlap (e.g. the consequences of a product being 
oth a medical device, a toy and a (wired or wirelessly) con- 
ected product. 

Although cyber-physical systems have existed for some 
ime now, coupling material things with the Internet is quite 
ecent. Robots combine computational and physical compo- 
ents, and, thus, both software-related and hardware-focused 

ules apply. First, the safety of the robot is regulated via differ- 
nt legislations covering various classes of products, such as 
hose devices for intended medical purposes (i.e., medical de- 
ices), machinery, and toys. In addition, the regulatory frame- 
ork for cybersecurity applies. 

. The legal frameworks ensuring safety and 

ybersecurity 

obots are data-driven technologies and a cyberattack may 
ompromise the adequacy of the robot’s operation and the 
sers’ safety. For instance, robot surgeons powering down 

id-operation could endanger the success of the procedure 
 Alemzadeh et al., 2016 ); or lower-limb exoskeletons process- 
ng data erroneously could make users fall. Robots can inflict 
odily harm either because of a technical malfunction, or due 
o a cyberattack, but this insight is only partly accounted for 
n the EU general product safety legislation. For example, the 
U medical device regulation focuses in detail on safety, while 
t addresses cybersecurity briefly. 

In this section, we discuss the link between the safety reg- 
lation of physical products and their cybersecurity. For that,
e bring to the fore different pieces of legislation in the two 

egulatory frameworks. In the safety context, these are general 
roduct safety, medical devices, and radio equipment; while 
he NIS Directive ( Directive (EU) 2016 ) and EU Cybersecurity 
ct are part of the cybersecurity framework. 

.1. Safety regulation for products 

n the EU, a variety of safety requirements apply to product 
ypes such as toys, radio equipment, medical devices, and 

roducts in general, to ensure that only safe products are on 

he market. Most of these laws and technical standards re- 
ect a moment in time when products did not interconnect 
ith other devices or their environment. With the growing in- 

erconnectivity and the deployment of the Internet of Things 
IoT), this panorama has changed. Today, attackers can hack 

any products for various reasons, representing a potential 
ecurity threat. European consumer organizations have crit- 
cized the prevailing safety concept in product legislation as 
ompletely outdated because it does not cover security risks 
rising from the product connectivity and the potential hack- 
ng risk they have ( Giovanni and Silva, 2018 ). On the other 
and, some safety rules, such as the recently updated Med- 

cal Device Regulation (MDR) 2017/745 and the Radio Equip- 
9 For more information, see the judgment of the court for the case 
-329/16 Snitem and Philips France: https://eur-lex.europa.eu/ 

egal-content/EN/TXT/HTML/?uri=CELEX:62016CJ0329&from=EN . E
ent Directive, include specific cybersecurity requirements,
s further discussed below. 

The applicability of these safety rules to care robots de- 
ends on their classification according to product categories.
re they intended for medical purposes and thus potentially 
ount as medical devices? Can they qualify as toys? Do they 
ontain wireless (radio wave) connectivity and are thus un- 
er the scope of the radio equipment legislation? The an- 
wers to these questions are too context-dependent for this 
aper, but the questions themselves serve to illustrate the 
iloed-thinking behind the European fragmented regulatory 
pproach. The EU still calls these directives ‘new approach’,
ven though they were conceived in the 80s ( European Com- 
ission, 2016 ). 

.1.1. Product safety 
obots may be regulated as products under the General Product 
afety Directive ( Directive 2001/95/EC of the European Parlia- 
ent and of the Council of 3 December 2001 on general prod- 

ct safety 2001 ) and Directive 85/374/EEC on liability for defec- 
ive products. Product liability rules primarily offer an ex post 
ompensation mechanism, but indirectly they also provide in- 
entives for manufacturers to improve, ex ante, the safety and 

ecurity of their products, in order to avoid liability risks.10 

he applicability of product liability laws is not straightfor- 
ard in the context of physically embodied robots comprising 

yber-physical systems as ’product interconnected with ser- 
ices, (…) an inseparable mixture of hardware, software, and 

ervice’ ( Fosch-Villaronga and Millard, 2019 ). 
These challenges also apply to the product safety legisla- 

ion, which has a clear ex-ante focus. According to the General 
roduct Safety Directive 2001/95/EC, only safe products should 

e on the market. Unfortunately, cybersecurity does not ap- 
ear along with the text, nor even on art. 2.b) where safety 

s defined. The legal definition of safe products is quite broad 

nd it can be understood as covering all kinds of risks that can,
irectly or indirectly, cause harm to consumers. 

Traditionally, the definition has been interpreted to apply 
o risks that have a physical impact on the safety of persons,
uch as among others mechanical or chemical risks. An ex- 
ended concept of safety encompasses protection against all 
inds of risks arising from the product, including cyber-risks 
 European Commission, 2020c ). However, it is unclear whether 
ational agencies engaging in market surveillance and en- 

orcement are sufficiently open to such a broad interpretation,
o further clarifications may be useful. Moreover, the product 
afety framework includes software integrated in a product at 
he time of placing it on the market, but it is not clear whether
pdates thereof are included (ibid.), particularly when these 
dd new features to the product. 

Safety is challenged not because of interconnectivity or 
ther elements per se but for the new harms and risks arising 
rom the new elements of robots present: 

• Interconnectivity : New technologies bring in a new dimen- 
sion that goes beyond the personal and individual sphere: 
10 On the liability issues of new technologies see further 
xpert Group on Liability and New Technologies (2019) . 

https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:62016CJ032913from=EN
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11 See the judgment of the court for the case C-329/16 Snitem 

and Philips France: https://eur-lex.europa.eu/legal-content/EN/ 
TXT/HTML/?uri=CELEX:62016CJ0329&from=EN . 
the possibility to do large-scale attacks at no-cost in real-
time. 

• Products with interconnected services : Rise of products with
interconnected services via cloud computing, including
cloud services. The availability of services is critical for
ensuring the safety of the product. As examples, Google
Home and Alexa are products with services (e.g., speech
recognition) and physical presence, but which lack the ca-
pability to physically interact with their environment. 

• Greater ecosystem and supply-chain: There is an increased
number of entities behind the creation of a product, and
it is important to think about holistic risks. More and more
stakeholders and providers are providing services in con-
junction with other stakeholders and the bearer of respon-
sibility is blurring. 

• Cyber-physical nature: Products increasingly incorporate cy-
ber elements, including software and connected services.
Cyber-physical products include possible risk transfers be-
tween physical and cyber elements ( see Fig. 2 ). 

• Processing personal and non-personal (meta)data: expand-
ing (over)use of data processing for the functioning of
products. Unforeseen uses of data (Cambridge Analytica
case), potential privacy violations or discriminatory conse-
quences arising from inadequate training data. Increased
attention to the link between processing of data and safety.

• Learning, adaptive and evolving capabilities: Growing exam-
ples of products and systems with learning capabilities.
Sometimes systems learn undesired behavior either inten-
tionally or unintentionally (e.g., the Microsoft Tay chatbot
that became inappropriate in less than 24 h). 

• Use of predictive and inference analytics: The ability to do pre-
dictive analytics is a new element that may challenge the
safety of the user (in case of wrongly predicted or inferred
actions). These capabilities can lead to (mis)use for pur-
poses that are unknown to the consumer. 

• Human–product interaction. There is a growing use of prod-
ucts meant to interact with the users, either physically or
cognitively. For instance, robots for children with autism
and to support the elderly. These products are meant to
interact with the user and it builds trust that goes beyond
the mere use of a product. 

• Use of emotions: Increased use of ‘emotional AI.’ The abil-
ity to read emotions and to make decisions based on that
is a growing concern area that we should be (pre)cautious
with ( Fosch-Villaronga, 2019b ). Used normally for market-
ing purposes and consumer behavior manipulation, the
use of these capabilities may go beyond traditional uses
and lead to risk scenarios. Facial recognition systems are
included in this category. 

These new elements, i.e., growing product interconnectiv-
ity and machine learning capabilities, increasingly demand
a broader cyber-physical approach to ensure product safety.
This could be encompassed in an extended concept of safety,
which also includes a protection from cyber-security risks.
Moreover, the product safety rules should explicitly include
protection against risks related to subsequently uploaded
software and extended functions acquired by machine learn-
ing. 
3.1.2. Medical devices 
Some care robots may be classified as medical devices if they
are intended for specific medical purposes, such as diagno-
sis or treatment. As highlighted recently by the Court, what
counts is the real intended purpose and not the mere state-
ment from the producer.11 The EU’s Medical Device Regula-
tion ( Regulation (EU) 2017/745 of the European Parliament and
of the Council of 5 April 2017 on medical devices, amending
Directive 2001/83/EC, Regulation (EC) No 178/2002 and Reg-
ulation (EC) No 1223/2009 and repealing Council Directives
90/385/EEC and 93/42/EEC 2017 ) (MDR) contains a detailed def-
inition of medical devices (Art. 2(1)). According to the EU MDR,
medical devices must be safe and effective and "shall not
compromise the clinical condition or the safety of patients,
or the safety and health of users or, where applicable, other
persons(…)" (MDR Annex I No. 1). The MDR also requires risk
management, and devices must be designed and manufac-
tured in such a way as to remove or reduce as far as possi-
ble the risks associated with the possible negative interaction
between software and the IT environment within which it op-
erates and interacts (Annex I No. 14.2d)). The most explicit re-
quirement for cybersecurity in the MDR focuses on software,
which must be developed "following state of the art taking
into account the principles of the development life cycle, risk
management, including information security, verification, and
validation" (MDR Annex I No.17.2). Medical device manufac-
turers must also set out minimum requirements concerning
hardware, IT networks, and IT security measures, including
protection against unauthorised access, necessary to run the
software as intended (ibid.). 

The MDR directs these requirements to the manufacturer
of a medical device. Accordingly, the manufacturer needs to
identify and manage cybersecurity risks if a care robot classi-
fies as a medical device. In this sense, other actors involved in
the use of a robot, such as hospitals and other care providers,
as well as patients, are not directly addressed in the medi-
cal device regulation. These actors, however, play a significant
role in managing risks related to the actual use of the (robot)
device, for example, by installing regular software updates.
Other parts of the legal framework (addressed below) focus di-
rectly on healthcare providers and those processing personal
information. Moreover, the MDR indirectly takes into account
these other players in the robot environment, because they
are the addressees of instructions for use. These must include
appropriate IT security measures (MDR Annex I No. 23.4ab)). 

Care robot manufacturers might be unsure of how to com-
ply best with these rules, which are often vague and ab-
stract. Harmonized standards might bring clarity in this re-
spect, although cybersecurity standards for medical robots do
not exist yet. Some current standards set out an initial level
of requirements regarding cybersecurity. However, they focus
more generally on medical device software ( European Stan-
dard EN 62304 2006 ) and medical device risk management
( European Standard EN 14971 2012 ) than on care or medical
robots. Besides, the ETSI has released a technical specifica-

https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:62016CJ032913from=EN
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ion focussing on cybersecurity for the internet of things con- 
umers (ETSI TS 103 645:2019), but this is not a ’harmonized 

tandard,’ and it does not explicitly focus on either robots or 
edical devices. 
For the context of care robots, cybersecurity requirements 

or medical devices are significant in two respects. First, these 
ontain essential requirements for care robots that qualify 
s medical devices. Some robot manufacturers thus need to 
ssess how they can ensure compliance with these require- 
ents, which are defined at a relatively high level of abstrac- 

ion. The art. 1.3 of the Medical Device Regulation states that 
devices with both a medical and a non-medical intended pur- 
ose shall fulfill the requirements applicable to devices cumu- 

atively with an intended medical purpose and those appli- 
able to devices without an intended medical purpose.’ This 
rticle, at its origin, referred to other devices that had both 

edical and non-medical purposes. For instance, colored con- 
act lenses had the cosmetics category, although they were 

edical devices if prescribed. Article 1.3 seems to suggest that 
hose care robots having a medical and a non-medical version,
or instance exoskeletons for rehabilitation or for activities of 
aily living, may have to comply both with the Medical Device 
egulation and the Machinery Directive. An example is the 
ase of exoskeletons for activities of daily living or rehabilita- 
ion ( Fosch-Villaronga and Özcan, 2019 ). However, the lack of 
pecific regulation brings about uncertainties concerning the 
pplication of the current framework to care robot technolo- 
ies. 

Second, these requirements represent the first incorpo- 
ation of cybersecurity requirements into the EU’s regula- 
ory framework for safety. Other legal instruments focusing 
n safety, which currently lack cybersecurity requirements,
ould, in theory, be updated with similar rules. Moreover, the 
U could even create an entirely new set of cybersecurity rules 
ncorporating new classes of products, such as care robots. 

On the other hand, medical device manufacturers 
 COCIR, 2019 ) argue that compliance with these and other 
ybersecurity requirements is challenging, in part due to 
he potential overlap of different certification schemes 
ith varying geographical or product scope. The European 

edical device industry (ibid.) has called for the European 

doption of a standard form developed in the US, the Man- 
facturer Disclosure Statement for Medical Device Security 
 HIMSS/NEMA Standard HN 1-2013 2013 ). Usually referred 

o as "MDS2," this form could be used as a means of doc- 
menting and communicating medical device security and 

rivacy features in Europe. The MDS2 form is an industry 
est practice that intends to assist healthcare providers in 

ssessing the vulnerability and risks associated with pro- 
ecting personal data transmitted or maintained by medical 
evices and systems. By focusing on personal data, the MSD2 
orm does not explicitly address the physical manifestation 

f cyber risks, such as those that can result from the hacking 
f a robot that physically interacts with humans. 

An advantage of the MDS2 form is that it addresses critical 
ssues such as the configuration of security features, cyber- 
ecurity product upgrades, malware detection and protection,
uthentication of people and devices, as well as third party 
omponents in a precise manner. The MDS form is essentially 
 set of questions focusing on aspects such as these, which are 
ignificantly more hands-on and relevant than the somewhat 
bstract wording in the Annex to the EU’s MDR. 

Cybersecurity is by no means static. New threats can arise,
nd any actor can update products such as robots in the 
cosystem. Adopting a US-developed best practice in the EU 

ay be controversial for political reasons, but the underly- 
ng issues are unquestionably global. If an agreement could be 
eached over concrete problems, a global approach to robot cy- 
ersecurity would undoubtedly be advantageous also for the 
evelopment of a global market for care robots. 

.1.3. Radio equipment directive 
are robots may communicate through radio waves, making 

he rules for radio equipment applicable. The relatively newly 
evised EU Radio Equipment Directive (2014) contains provi- 
ions addressing the protection of personal data and privacy 
f the users, as well as the protection against fraud (Articles 
(3)(d), (e), and (f)). Although these provisions do not explic- 
tly mention cybersecurity as such, they arguably also require 
hat radio equipment is constructed with a certain level of se- 
urity. However, these provisions are not yet operational, and 

heir full range is still unclear, pending further implementa- 
ion. The EU Commission can adopt a delegated act specify- 
ng classes of products to which these rules will apply (Article 
(3)), but this has not happened yet. Connected products, in- 
luding care robots communicating via wireless links, could,
n the future, be regulated to protect personal data and against 
raud, but so far, these provisions are dormant. 

.2. Cybersecurity legal framework 

hile cybersecurity considerations appear to be an af- 
erthought in the safety legislation, other legislative instru- 

ents focus on cybersecurity as a primary concern. As op- 
osed to safety rules, the cybersecurity rules do not provide 
inimum conditions for putting products on the market. In- 

tead, they focus on ensuring privacy and security in general,
ndependently of the specifics of the product. In the care robot 
ontext, these rules do not focus on the robot manufacturer,
ut on other regulated actors, which we specify in further de- 
ail below. 

Two legal frameworks partially regulate robot cybersecu- 
ity, none of which, however, were designed having robots in 

ind. The first framework is the Directive on security of net- 
ork and information systems (also called NIS Directive) that 
rovides measures for boosting the overall cybersecurity in 

he EU. In the EU’s NIS Directive, security is defined as the abil-
ty of networks and information systems to resist, at a given level of
onfidence, any action that compromises the availability, authentic- 
ty, integrity or confidentiality of data . The second is the EU Cyber- 
ecurity Act, i.e., Regulation (EU) 2019/881 which ‘establishes 
n EU-wide cybersecurity certification framework for digital 
roducts, services and processes.’ 

.2.1. NIS directive and GDPR 

are robots can be used in a variety of contexts, such as 
omes, care facilities, hospitals, and private clinics, which 
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must ensure an adequate level of security. Some of the in-
volved healthcare providers can have a special legal status as
operators of essential services under national laws based on
the Network and Information System Security Directive (NIS
Directive). According to Art. 14, such operators need to take
appropriate and proportionate technical and or -ganizational
measures to manage the risks posed to the security of net-
work and information systems that they use in their opera-
tions. A Network and Information System can, according to
the NIS Directive, include any device or group of intercon-
nected or related devices, which also can encompass physical
components such as robots. The underlying interest protected
in this context is the essential service of providing healthcare
to society. Besides, healthcare providers also process personal
data and are, therefore, subject to the provisions of the Gen-
eral Data Protection Regulation (GDPR). They are, according to
Arts. 25 and 32 of the GDPR, obliged to implement appropriate
measures to ensure a level of security appropriate to relevant
risks. 

In practice, healthcare providers using care robots can only
comply with these obligations if the deployed robots ensure
both a basic level of protection and can be maintained and
secured to manage risk adequately. In a robot market, con-
sumers might expect robots to include some level of cyber-
security. However, differentiating between higher and lower
security of robots is arguably a challenging task, even for a
professional robot purchaser. Incomplete and unevenly dis-
tributed information about security has long been acknowl-
edged as a challenge in the economic literature on cybersecu-
rity ( Asghari et al., 2016 , 265). 

3.2.2. EU cybersecurity act 
The deployment and use of care robots require public trust
that the robots provide a certain level of cybersecurity. The
EU-wide cybersecurity certification schemes could potentially
contribute to ensuring such trust in the future. The EU Cyber-
security Act establishes a legal mechanism for voluntary cy-
bersecurity certifications valid in the EU ( European Cyberse-
curity Act 2021 ). The idea of such certifications in itself is not
new. The Act mentions automated cars and electronic medi-
cal devices (recital 65) as some examples of sectors in which
certification is already widely used or is likely to be used soon.
At the same time, cybersecurity certification of ICT products is
currently only used to a limited extent, and there do not seem
to exist holistic approaches to horizontal cybersecurity issues,
for instance, in connection with the Internet of things (recital
67). 

The European certification schemes set up by the Act con-
tain a set of rules, technical requirements, standards, and
procedures that can be used for the evaluation of the secu-
rity properties of a specified product. The certificate attests
that the product complies with specified requirements. In this
sense, the certificate is similar to the CE mark, which indicates
conformity with health, safety, and environmental protection
standards for products. 

A cybersecurity certificate may specify: 

• the covered category of products/services; 
• the technical standards or specifications or other cyberse-

curity specifications; 
• the type of evaluation, e.g., self-assessment or third-party
evaluation; and 

• the intended level of assurance. 

The Act envisages three assurance levels: basic, substan-
tial, and high (Cybersecurity Act, recitals 88–90). These differ
in the level of detail of the technical evaluation. For the basic
assurance level, the review focuses only on the technical doc-
umentation of the product (recital 88), and it is also possible to
self-assess the product or service. For a substantial level, it re-
quires verification of the technology’s security functionalities
(recital 89), while for the high level, the assurance moreover
demands that such security functionalities are tested against
elaborate cyberattacks. 

So far, it is unclear what kinds of products would be in
scope for certification. Existing certifications, such as the ones
issued by the German Federal Office of Information Security,
have focused, for example, on smart cards. Thus, robots could
incorporate security-certified technology. If it was possible to
define relevant certification schemes for robots or their com-
ponents, these could potentially be certified under the EU Cy-
bersecurity Act. The use of certification schemes will be vol-
untary unless future EU legislation prescribes an EU certificate
as a mandatory requirement to satisfy a specific cybersecurity
need (Art. 56(2)). 

4. Discussion 

Some could argue that there is no need to regulate robot cyber-
security because the market will solve this. Indeed, to a certain
extent, ensuring robot cybersecurity is in the self-interest of
robot developers, manufacturers, and buyers. However, given
the competitive pressures from the industry, manufacturers
may have incentives for prioritizing a quick market entry and
only endeavor to secure their products at a later stage. Build-
ing a robot is technically very challenging in many ways, so
it would come as no surprise if manufacturers primarily fo-
cus on creating robots that can perform a variety of tasks,
rather than securing robots against all cyberattacks. Increas-
ing cybersecurity is costly for manufacturers, and they may
not be the ones directly affected by any cyberattacks. However,
investing in cybersecurity from the design of the technology
could promote a safer technology that could prove beneficial
for both users and manufacturers in the long run. 

According to economic literature ( Asghari et al., 2016 ), in-
troducing measures to align the incentives of actors may im-
prove cybersecurity, so that deviations between private and
social costs and benefits are reduced. In principle, the EU laws,
as mentioned earlier, should contribute to increasing care
robot manufacturers’ benefits of increasing cybersecurity in
two ways. First, manufacturers are subject to safety regula-
tion, which increasingly includes requirements for cyberse-
curity. Second, robot purchasers are incentivized to invest in
products that help them to ensure compliance with the GDPR,
potentially even the NIS Directive, and avoid liability risks. It
is clear that the two legal frameworks for, respectively, cyber-
security and safety provide some incentives for ensuring cy-
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ersecurity. However, the two frameworks could be better in- 
egrated, as discussed below. 

Moreover, at a practical level it is not clear whether robot 
urchasers can distinguish robots with a high level of cyber- 
ecurity from those with suboptimal cybersecurity. The intro- 
uction of adequate European cybersecurity certificates could 

otentially alleviate this information asymmetry, by giving 
obot purchasers some level of assurance about robot cyber- 
ecurity. 

.1. Creating more explicit links between cybersecurity 
nd safety regulation 

he cybersecurity of robots and other connected products is 
egulated in a fragmented legal framework in need of updat- 
ng. Basic safety rules focus on one set of actors (including 

anufacturers), while other rules, such as the GDPR, focus 
n a different set of actors (including various roles potentially 
eld by robot users). The links between these frameworks are 
eak, at best. 

If a robot’s cybersecurity problem is sufficiently grave that 
t might harm users’ safety, then this needs to be addressed 

y robot manufacturers, who must ensure that the robot is 
afe. The question is, however, how specific and detailed such 

ybersecurity assessments are in practice. If the robot is clas- 
ified as a medical device, the MDR provides some require- 
ents focusing on cybersecurity, which is a good starting 

oint. Alternatively, the general product safety framework ap- 
lies, where specific cybersecurity requirements are not ex- 
licitly stated. In general, the safety concept is sufficiently 
road to encompass protection against cybersecurity issues 
ith safety consequences. However, in the absence of clear 

nd specific requirements, it is an open question of whether 
ybersecurity is sufficiently in focus when manufacturers as- 
ess safety risks. 

Moreover, safety is not the only concern. Insufficiently se- 
ured robots could also affect the users’ privacy, or other val- 
es, for example, when a robot is used to commit fraud. These 
ould likely not count as safety issues, so they are arguably 

xcluded from the safety framework if safety is interpreted 

arrowly. Consequently, it is at best unclear whether there 
s sufficient protection against the marketing of robots that 
w

Fig. 2 – Strengthening the link between cybersecu
ould be used for privacy-invasive or fraudulent purposes.
owever, this is likely to be remedied in the context of the 
bove-mentioned on-going policymaking regarding the Radio 
quipment Directive. 

In addition to this safety-related legal framework, the EU’s 
ybersecurity framework also contributes to robot cybersecu- 
ity. The GDPR’s cybersecurity provisions apply to controllers 
nd processors of personal data, including where such pro- 
essing is carried out through a robot. Yet the GDPR is con- 
erned with data privacy, while not addressing other values,
uch as bodily integrity. 

Deployers of robot technology might also be liable for dam- 
ges caused by a robot they use, when a robot causes other 
arms. However, as highlighted in the recent EU Commission’s 
hitepaper on Artificial Intelligence (2020a ), ‘there is some 

ncertainty about how and to what extent the Product Lia- 
ility Directive applies in the case [… of] weaknesses in the 
ybersecurity of the product.’ Moreover, due to the complex- 
ty of the technology and inherent information asymmetries,
t is not easy for robot deployers and users, such as hospi- 
al providers or individual robot users, to assess cybersecurity 
isks. 

In summary, the current dual regulatory framework shows 
he challenges of regulating cyber-physical systems’ security.
he safety framework does not yet incorporate many explicit 
equirements for cybersecurity, except for the case of medical 
evices. On the other hand, the legal framework for cybersecu- 
ity focuses on securing selected aspects, such as systems pro- 
essing personal data and critical sectors, including the health 

ector. 
There exist various options for strengthening the link be- 

ween cybersecurity and safety ( see Fig. 2 ). First, a horizontal ap-
roach could deal with the issue of cyber-physical security in a 
ingle piece of legislation that addresses all connected devices 
or at least those for which cybersecurity threats would put 
sers at high risks). On the other hand it is not clear whether 
uch a comprehensive change is needed. A second, vertical ap- 
roach could integrate cybersecurity requirements more ex- 
licitly and comprehensively in existing frameworks, includ- 

ng the RED or the Toy Directive, following and expanding on 

he example of the MDR. This approach would focus on the up- 
ating of existing regulations, which is already partly on the 
ay, for example in the revision of the General Product Safety 
rity and product safety regulation in Europe. 
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Directive.12 This approach could go in the direction of chang-
ing the legal text (i.e., drafting a new definition of safety for
products in the Art. 2 b) of GPSD), but it may also be useful
to facilitate a flexible interpretation of existing rules (i.e., ex-
tending the safety notion to explicitly include cybersecurity
aspects). 

4.2. Mandatory cybersecurity certifications and labels 

Under the Cybersecurity Act, certifications are voluntary, un-
less future EU legislation prescribes an EU certificate as a
mandatory requirement to satisfy a specific cybersecurity
need (Art. 56(2)). Voluntary certificates could, in theory, add
value to the market, because they can provide information
about certain security aspects of products and services. On
the other hand, most consumers may arguably not be able to
understand neither the overall significance of a cybersecurity
certificate nor the utility and limitations of the underlying cri-
teria. 

European consumer organizations have already called for
a mandatory cybersecurity certification for “high-risk con-
nected products,” which arguably also includes care robots
( Giovanni and Silva, 2018 ). Similarly, the European Commis-
sion has declared that it “will assess whether mandatory cer-
tification is required for certain categories of products and ser-
vices.”13 In the view of the Commission, companies in the EU
“will benefit from having to certify their products, processes,
and services only once and see their certificates recognized
across the Union.’ 14 

On the other hand, the European medical device industry
( COCIR, 2019 ) argues that there is a risk that “a patchwork of
regulatory requirements may appear,” as Member States can
introduce their requirements for cybersecurity certification, in
addition to EU requirements. In the view of the industry (ibid.),
there is no need for a specific mandatory certification scheme
for medical devices, “as the MDR introduces security require-
ments that will become part of the certification for receiving
the CE mark.” This statement highlights the challenges of in-
tegrating the two regulatory frameworks for physical safety
and cybersecurity. Indeed, based on the rationale of the lex
specialis principle, the more specific framework for medical de-
vices might be used as an argument against mandatory cyber-
security certificates for medical devices. Nevertheless, the re-
quirements in the MDR are so general and abstract that there
is a need for a more detailed framework for assessing cyberse-
curity requirements. Such a framework could be created either
under the MDR or under the Cybersecurity Act ( European Cy-
bersecurity Act 2021 ). 

Moreover, not all care robots necessarily qualify as medi-
cal devices. In the view of the medical device industry, other
connected technologies and processes in the healthcare set-
12 See https://ec.europa.eu/transparency/regexpert/index.cfm? 
do=news.open _ doc&id=35114 . 
13 See https://ec.europa.eu/digital- single- market/en/news/eu- 

cybersecurity- act- brings- strong- agency- cybersecurity- and- eu- 
wide- rules- cybersecurity . 
14 See https://ec.europa.eu/digital- single- market/en/news/eu- 

cybersecurity- act- brings- strong- agency- cybersecurity- and- eu- 
wide- rules- cybersecurity . 

 

 

 

 

ting (i.e., not medical devices), “need to comply with the basic
security requirements as set out by self-assessment schemes
to be developed under the Cybersecurity Act” ( COCIR, 2019 ). 

Given the current absence of cybersecurity schemes, it is
too early to assess whether mandatory European cybersecu-
rity certifications are a viable path for achieving an adequate
level of cybersecurity for robots, and care robots more specifi-
cally. It is going to be interesting to see how cybersecurity cer-
tificates and medical device requirements interplay since the
two frameworks (the Cybersecurity Act and the MDR) open the
possibility for diverging requirements for different classes of
products, depending on whether they classify as medical de-
vices or not. On the other hand, it may be the case that cyber-
security certifications defined under the act can be relevant
for certain types of robots or components, irrespective of their
classification as medical devices. 

While voluntary cybersecurity certificates may be relevant
for institutional purchasers with specialized knowledge, con-
sumers might be better off with something like the CE mark.
First, CE marks are mandatory for certain classes of products
(but not generally for all products) and indicate compliance
with health, safety, and environmental protection standards
for products. CE marks are not certificates, and they have ar-
guably a broader remit than cybersecurity certificates, which
certify compliance with particular certification schemes. Al-
though not all consumers understand the significance of CE
marks, they are nevertheless a relatively well-known signifier
of conformity with specific minimum requirements. On the
other hand, the regulatory frameworks that currently require
CE-marking products do not cover all types of products, do not
necessarily integrate explicit cybersecurity requirements, and
thus consumers cannot know whether products are cyber-
secure. 

How can the frameworks for product safety and cyberse-
curity be integrated? One possibility would be to extend the
existing CE-requirements with relevant new requirements fo-
cusing on cybersecurity. The first step in this direction is taken
in the MDR, but many technical details still need to be defined
for medical devices. Further evolution in other product classes
requires both a reform of the current safety framework, as well
as the development of new harmonized standards to be in-
cluded in the CE framework. 

One of the risks of certifications and labels is that they
could lead to users becoming complacent. In other words, cer-
tifications would promote users’ trust in the system to main-
tain its security ‘on its own.’ A further risk is that no certi-
fication or mark can guarantee against a brand new kind of
attack; all it can really indicate is that the company followed
the then best practice at the time of the analysis. Therefore, in
the future it is necessary to create dynamic labels that can be
updated on-line, based on new developments. Moreover, cy-
bersecurity vulnerabilities arising from new attacks and the
continuous learning processes of some of these devices still
leave open questions. 

5. Conclusions 

Exploiting security vulnerabilities of care robots could entail
patient harm ( Bonaci et al., 2015 ; Lera et al., 2017 ; FDA, 2019 ).

https://ec.europa.eu/transparency/regexpert/index.cfm?do=news.open_doc13id=35114
https://ec.europa.eu/digital-single-market/en/news/eu-cybersecurity-act-brings-strong-agency-cybersecurity-and-eu-wide-rules-cybersecurity
https://ec.europa.eu/digital-single-market/en/news/eu-cybersecurity-act-brings-strong-agency-cybersecurity-and-eu-wide-rules-cybersecurity
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n such sensitive domains of applications as healthcare, this 
s particularly problematic. Although there is no single legal 
ramework for the cybersecurity of robots, several legal instru- 

ents concerning different domains of applications, includ- 
ng GDPR, machinery directive, or medical device regulation,
stablish requirements relevant to care robots. 

The current regulatory framework is dual, as it focuses on 

afety on the one hand and on cybersecurity on the other 
and. In this article, we argued the need of creating more ex- 
licit links between cybersecurity and safety regulation. We 
roposed different options for strengthening such a link be- 
ween cybersecurity and safety: a horizontal approach to deal- 
ng with cyber-physical security in a single piece of legislation 

overing all connected devices; and a vertical approach to inte- 
rating cybersecurity requirements more explicitly and com- 
rehensively in existing frameworks, including the RED or the 
oy Directive, following and expanding on the example of the 
DR. This approach goes in line with existing revision efforts 

he EU Institutions are taking, the General Product Safety Di- 
ective revision. This approach could change the legal text or 
acilitate a flexible interpretation of existing rules (i.e., include 
ybersecurity aspects explicitly). We also proposed to adopt 
ybersecurity requirements relevant for CE marking as a way 
o do justice to the greater implications that cybersecurity 
as for safety. Overall, the safety framework needs to be up- 
ated in light of greater interconnectivity of products, includ- 

ng robots, which raise cybersecurity concerns. 
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