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Researchers who study data collection, analysis, and use in the era of big data and algo- 

rithms are paying increased attention to inferred uses. The information inferred by an al- 

gorithm has distinct personality and property interests and challenges existing theories of 

personal information and privacy. However, a complete method of legal regulation for such 

information does not yet exist in China. This article focuses on how to recognize the na- 

ture of inferred information and how to carry out appropriate legal evaluation and regula- 

tion to better protect the legitimate rights and interests of relevant subjects in China. Based 

on China’s social needs and judicial practice experience, the "contextual integrity" privacy 

theory developed by Professor Nissenbaum can be used to evaluate whether inferred in- 

formation is infringed upon, and we believe that China is likely to adopt the US regulatory 

model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. Introduction 

Data are of immeasurable value, and data can speak: "As long
as we torture data, it will confess everything".1 How to make
data "speak" can be understood in two ways: on the one hand,
such “speaking” comes from the self-presentation of the data,
but on the other hand, understanding this “speaking” depends
primarily on the deduction and prediction of the data or infor-
mation. We can conduct data analysis through the mathemat-
ical mechanisms of big data and algorithms, explore the cor-
relations among data, establish a predictive model, and thus
infer certain valuable information. "Inferred information" is
a new type of predictive information formed from the origi-
nal data or information through data analysis technology. The
core idea of the era of big data is not entirely that information
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should be accurate but rather that it should be predictable. In-
ferred information is not a science fiction story. Economists
have long pointed out that observable characteristics such as
privacy and discrimination in statistical data are related to un-
observable characteristics (such as worker productivity and
willingness to stay in the labor market), and employers will
use the latter as their "agents" to take improper actions.2 Psy-
chologists have used psychological portraits to infer mental
activities and characteristics and further speculate on possi-
ble behaviors and actions based on these inferences. Medical
researchers can obtain additional information from limited
data.3 Collected personal information can easily reveal the
true appearance and living environment of a person through
big data analysis and data mining. In the field of justice, Pos-
ner put forward "attitude theory" regarding judicial behavior.4 

The development of "ubiquitous computing" has made infor-
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C

ation technology researchers pay increasing attention to in- 
ormation collection. Ubiquitous computing devices can easily 
nfer a person’s behavior patterns and other situations from 

ifferent information collected.5 For example, a survey by a 
utch privacy protection agency pointed out that a smart run- 
ing shoe from Nike connected data about a user’s physical 
ctivity to the user’s smartphone or watch device, and those 
ata were eventually collected by the manufacturer. This pro- 
essing of user health data is risky and may result in discrimi- 
ation based on personal assumptions or actual health condi- 
ions.6 Big data and algorithms can infer the education level,
ntelligence, and cognitive ability of individuals by analyzing 
he keywords they use and pages they visit 7 and can even infer 
ob applicants’ race from their names. Therefore, many new 

echnological problems in the era of big data and artificial in- 
elligence 8 can be reduced to the problem of information in- 
erence and inferred information. 

In China, with the development of information technology,
eople are increasingly using inferred information. For exam- 
le, online advertisers will comprehensively and accurately 
nalyze the user information they have obtained, and based 

n the results of such analysis, place advertisements target- 
ng specific consumers to realize the precise marketing of a 
roduct. Some websites continuously adopt new technologies 
o track and record users’ online behaviors and infer addi- 
ional information. This conforms to “mosaic theory”, which 

osits that seemingly insignificant bits of aggregated infor- 
ation may create a fine-grained picture that can threaten 

rivacy.9 Therefore, the development of inferred information 

echnology has threatened the protection of privacy in net- 
ork information in China. These realistic challenges have 
lso prompted us to consider the following questions: How 

o we recognize and identify inferred information? How can 

e prevent the infringement of inferred information? Cur- 
ently, there are four different views on the nature of rights 
o inferred information: personal information rights theory,
rivacy rights theory, intellectual property rights theory, and 

ompound rights theory. Different viewpoints result in dif- 
erent legal protection models. Regarding the overall situa- 
ion of relevant legislative practices, the General Data Pro- 
ection Regulation (GDPR) 10 of the European Union adopts a 
asic rights model to protect the rights to personal informa- 
ion. Although the United States recognizes the right to pri- 
acy as a basic right, issues related to personal information 

re included in the privacy framework to protect the privacy 
nd negative freedom of personal information. Other coun- 
ries also have corresponding laws and regulations, but they 
ave largely failed to effectively regulate inferred information,
nd there is still much room for improvement. 

To regulate inferred information legally, we must solve the 
roblem of evaluation—that is, how to evaluate whether the 

nferred information and the inferred behavior are illegal. Af- 
er analysis, we believe that the framework of the contex- 
ual integrity theory proposed by Professor Nissenbaum of the 
nited States can be used as a theoretical basis and method 

or considering privacy and evaluating whether inferred in- 
ormation is infringed, which is beneficial to the regulation 

f inferred information in China. In China, when regulating 
nd protecting speculative information, the relevant authori- 
ies must also respect privacy and protect digital human rights 
n the process of regulating and protecting inferred informa- 
ion. 

To analyze the nature of the right to inferred information 

nd the legal regulations of inferred information in China, this 
rticle primarily adopts the research methods of logical anal- 
sis, comparative analysis and case analysis. 

.1. What is inferred information? 

ased on the source and generation of data, we can di- 
ide them into "collected data/information" and "inferred 

ata/information". The former category includes meta- 
ata and information, which means data that are directly 
ollected without any processing; the latter category is 
ata/information produced by secondary mining, analysis and 

rocessing using big data and algorithms based on a plural- 
ty of original data with potential connections. Many scholars 
ave proposed similar concepts of data classification. For ex- 
mple, some have proposed "data derivatives" and "processed 

ata".11 The World Economic Forum (WEF) and ICO also dis- 
inguish between inferred data and derived data,12 as do other 
rganizations.13 In addition, there are many concepts similar 
o inferred information. For example, profiles are associated 

ith three main types of inferred information: (1) profiles as 
nferred data,14 (2) profiles based on inferred data,15 and (3) 
rofiles that create inferred data.16 The inferred information 

s analyzed from different angles. At present, scholars in China 
ave not discussed inferred information as deeply as scholars 
broad have. They pay more attention to data derivatives and 

he nature of rights,17 which can actually be regarded as an 

nalysis of inferred information. 
In fact, people’s understanding of the concept of data does 

ot stop at the original data themselves. The collected data 
re, of course, important; however, the value of the data lies 
ore in their "use",18 which is not limited to the "adoption" 
e usually understand but often takes the form of a "sec- 
ndary use",19 that is, speculative usage. The main purpose 
f collecting information is to obtain "useful information that 

s very similar to knowledge". Information collectors must of- 
en attempt to draw inferences from the original information 

ollected. According to these inferences, they can take corre- 
ponding actions and establish contacts.20 In reality, we of- 
en find that even when companies or organizations cannot 
irectly collect the personal data they want to obtain, they 
an nevertheless make inferences from other data, and the 
ccuracy of these inferences is often very high.21 Therefore,
he concept of inferred information refers directly to the ac- 
ual operation of personal information in the era of big data,
hich means that through the use of big data and algorithms,
idden information can be inferred from explicit information,
nd relatively direct information can be inferred from indirect 
nformation; the complete (integrated) information panorama 
an be inferred from incomplete (integrated) information frag- 
ents; sensitive information can be inferred from nonsensi- 

ive information; relevant information can be inferred from ir- 
elevant information; illegal information can be inferred from 

egal information; nonpublic information can be inferred from 

ublic information; and so on. 
Strictly speaking, information is not the same as data.

onsidering that big data are open to all data, the algorithm 
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mechanism that is used to infer breaks the barriers of meta-
data, data, information and knowledge.22 Thus, it seems that
the distinction between the content and form of informa-
tion and data does not make much sense.23 There is no strict
dichotomy between data and information; rather, there is a
spectrum, and a datum will move along the spectrum of infor-
mational value according to added information, deductions,
and inferences.24 It is necessary to understand the contex-
tual elements of the richness of data, the intention of the data
controller and the applications in the present and future.25 

Instead of considering the data and information themselves
(whether they are personal data or not), it is better to consider
the risks identified in a specific process and the risks of harm
to individuals (i.e., inferred risks) as well as the possible sever-
ity of any damage. The treatment process should take mea-
sures according to the risks.26 

In reality and our existing knowledge, the boundaries of the
process of inferring information and the method of collect-
ing information are unclear. Sometimes inferring information
is also regarded as a method of collecting information. The
collected information is used for inference, and information
is further collected through inference.27 As a result, we often
cannot distinguish whether the data are sensitive, public, or
complete, which is the basis of privacy protection. Any data
can be sensitive because they can be inferred from sensitive
information. Even if the inferred information is not sensitive,
the information is gathered by inference rather than consent,
and the process itself is still sensitive. Therefore, it is believed
that the concept of inferred information was first proposed
based on the use of information rather than on the subject of
the information. This situation necessitates analyzing the at-
tributes of the right to inferred information and its regulation.

1.2. How is inferred information produced? 

In the era of big data, it is not impossible for people to dis-
cover related relationships or even "predict the future" using
the scientific and technological rationality of big data and al-
gorithms. The core value of big data lies in "predicting the fu-
ture".28 IBM summarizes the characteristics of big data as "5
Vs": volume, velocity, variety, value and veracity. However, big
data also includes a sixth "V", valence, which refers to how big
data is related. Therefore, big data can also refer to a method-
ological concept; that is, big data can objectively and accu-
rately discover the correlation between truth and things that
have no logical connection.29 

Inferred information is based on big data, algorithms, and
artificial intelligence (machine learning). Human activities, in
the information age, generate massive data information in
people’s work and lives. These forms of data include machine-
generated structured data (such as cash receipts), human-
generated unstructured data (such as various review texts
and photographs on social networking sites and shopping
websites), and mixed data generated by organizations (vari-
ous data, including the previous two). We can observe both
microscopic changes in human tissues and all interactions
among millions of people through big data. When observing
fine-grained interaction patterns within an organization, peo-
ple can rely on customized organization or individual perfor-
mance and predict how individuals will respond to new situ-
ations.30 The working principle of big data is based on predic-
tion science and evidence-based methods represented by ap-
plied mathematics, statistical technology, and computer sci-
ence, and the main goal of big data analysis is to optimize or
select the best available variables.31 In other words, the data
contain a "rule" or relationship, and big data can thus be used
to collect, analyze, and mine related relationships among data
and build prediction models for a set of discovered and useful
relationships. These models can classify behaviors and evalu-
ate the probability of specific behaviors occurring or the char-
acteristics of specific individuals or groups under given con-
ditions (e.g., using mathematical tools such as Bayes’ theo-
rem). Moreover, "supervised machine learning" can continu-
ously add inferred information and models to the database as
a way to collect information to continue learning and improv-
ing the model. This approach has formed a nearly perfect re-
cursion, or closed loop, of "collection-modeling-speculation-
learning-modeling" to change the operation of an existing sys-
tem in relation to the desired target. 

The "basic model" 32 of inferred information is represented
in Fig. 1: 

1.3. Characteristics of inferred information 

Big data and algorithms make decisions based entirely on cor-
relations; that is, "data analysis and mining is a model for
discovering or inferring unknown facts in big databases. It
does not rely on causality but relies on correlation for pre-
diction and inference, the newly discovered information is
non-intuitive, unpredictable, and the entire process is quite
opaque." 33 The black box operation of big data, which is inher-
ently acontextual, syntactic, algorithmic, empirical, and deter-
ministic, cannot even explain itself.34 When the data analysis
reaches a certain level, qualitative change or even alienation
will occur, and personal behavior patterns will then become
transparent, calculatable and predictable. 

This discussion shows that inferred information has an
important characteristic; that is, it is possible to speculate
about a certain factual state of the data subject, which means
that inferred information is not as deterministic as other
information—it presupposes the existence of a certain state
or fact. Although the existence of this state or fact is highly
probable, it has not been directly proven and cannot be in-
cluded in personal information until the information is used
and the information subject is confirmed (or other proof is
provided). This characteristic is particularly reflected in cer-
tain speculations about personal interests, habits and person-
ality. "Big data space" is a "timespace" that can synchronize
data exchange and parallel processing, challenging the tradi-
tional concept of time (past and future).35 More importantly,
regardless of the authenticity of the information content, the
information has the potential to impact and threaten the tra-
ditional concepts of personal privacy and autonomy in this
sense. 

2. The nature of rights to inferred information

Personality, property and social interests contained in infor-
mation provide a legitimate basis for the object of legal rela-



4 computer law & security review 41 (2021) 105565 

t
o
o
a

2

T
i
i
e  

S
b
r  

w
t
c
i
n
c
h
a
p
U
p
T
f
m
t
a
f
e
a
r
i
b
l
b

t
p

a
a
o
s

t
p
i
i
o
t
d
r
t
i
p
o
o
m  

S
m
s
f
p
i
l
i
t
d
C
v
p
t
m

w
r
i
f
i
s

ions in the data age. However, there are divergent opinions 
n the nature of rights to inferred information. Different the- 
retical viewpoints have resulted in different understandings 
nd regulation strategies. 

.1. Personal information 

his theory focuses on the data source and content of inferred 

nformation, regards inferred information as a part of personal 
nformation, and emphasizes the right to the personal own- 
rship and active self-determination of inferred information.
o-called personal information refers to an identifiable sym- 
ol system that is associated with a specific individual and 

eflects individual characteristics, including personal identity,
ork, family, property, health, and other information. "Iden- 

ification" refers to the process of locating an entity in a spe- 
ific crowd or environment and is usually carried out through 

dentity proofing. It means that an individual can be "recog- 
ized" through personal information and refers to identifi- 
ation in a broad sense; that is, as long as this information 

as a certain connection with the personality or identity of 
n individual, it can be considered part of identity.36 From a 
ractical point of view, China, the European Union and the 
nited States have all emphasized identity in the concept of 
ersonal information in their relevant laws and regulations.37 

herefore, this view holds that not only does the inferred in- 
ormation use collected personal information as the source 

aterial or raw material but also that the information inferred 

hrough processing analysis often points directly to individu- 
ls, although there is no complete coincidence between the in- 
erred information and actual personal information. Consid- 
ring the source and direction of the information, it is gener- 
lly believed that inferred information should be a part of the 
ight to personal information. Therefore, inferred information 

s considered to be a type of personal information that cannot 
e regarded solely as a new type of data but instead should be- 

ong to the category of personal information 

38 and may even 

e classified as personal private property. 
There is no doubt that inferred information is also iden- 

ifiable, as it is obtained from the analysis of various items of 
ersonal information. Therefore, inferred information is often 
ttributed to personal information in theory and practice,39 

nd the right to inferred information is considered to be a type 
f personal information right, as individuals have the right to 
elf-determination. 

However, this view faces both theoretical gaps and prac- 
ical difficulties. First, in accordance with the strict idea of 
rotecting the right to personal information, if the inferred 

nformation is acknowledged as personal information, it will 
nevitably lead to the unlimited expansion of the content 
f personal information. In the existing theoretical explana- 
ions of the right to personal information, such information 

oes not contain meaningless data. It is also necessary to 
ecognize these meaningless data—indeed, any data because 
hey can form the source of inferred information directed at 
ndividuals—if inferred information is generally considered 

ersonal information. Therefore, it is overly simplistic to use 
ne factor to identify personal information,40 and the the- 
ry of the right to personal information and the regulatory 
odel based on this theory will also encounter difficulties.

econd, the basic connotation of the right to personal infor- 
ation (self-determination) is the subject’s complete (strict) 

elf-determination of information. However, it is quite difficult 
or data subjects to realize the autonomous control of their 
ersonal information, not to mention the control of inferred 

nformation. Big data technology constantly collects data, on- 
ine and offline, and most of the collected data are integrated 

n a multinational cloud storage method. In addition, the na- 
ure of data mining is predictive, but the prediction process is 
ifficult to decipher, and the prediction content is unknown.41 

ompanies and governments will evaluate and provide ser- 
ices to individuals based on this inferred and possibly incom- 
lete information, so individuals will not even be able to de- 
ermine what information is known by others and what judg- 

ents are formed.42 

Professors Sandra Wachter and Brent Mittelstadt put for- 
ard a so-called new right to inferred information, that is, the 

ight to reasonable inferences, to help close the accountabil- 
ty gap currently posed by high-risk inferences, meaning in- 
erences drawn through big data analytics that are privacy- 
nvasive, reputation-damaging, or have low verifiability in the 
ense of being predictive or opinion based while being used 
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for important decisions.43 The new right also emphasizes per-
sonal control and choice and still belongs to the personal in-
formation right. It can be extended to the personal informa-
tion rights system by explaining the existing legal concepts,
subjects’ rights and controllers’ obligations. 

2.2. Privacy 

A similar view to the right to personal information is the at-
tribution of the inferred information to the right to privacy.
This view highlights the sensitive components of inferred in-
formation, focuses on the benefits of its personal nature (pri-
vacy and autonomy), and places privacy at the center of the
discussion rather than treating it as merely one of many inter-
ests involved in inferred information. The privacy viewpoint
is reflected in the discussions of many scholars. For exam-
ple, some scholars have argued that the privacy model is the
main legal regulation method when discussing the risks asso-
ciated with the automatic completion function of search en-
gines.44 Other scholars have adopted the idea of privacy when
discussing the issue of personal credit benefits.45 In fact, both
the automatic completion of search engines and the collec-
tion and prejudgment of personal credit information involve
inferred information. For example, in the case “United States
v. Wurie”, the judge identified the inferred information that
may be generated by collected mobile phone information as
private content.46 Many computer scientists have also focused
on how to reduce privacy risks rather than on ensuring infor-
mation self-determination.47 

Many practical examples to support the privacy viewpoint
can be found in real life. For example, shopping websites and
social networking platforms often record and track search
keywords according to what a user clicks and browses and
then push related service information and advertisements to
the user. These pushes often accurately "predict" the user’s
recent concerns and provide "personalized services", but the
convenience comes at the cost of snooping or even violating
personal privacy and preferences. As another example, Tesla
uses cookies, pixel tags, analytical tools and other technolo-
gies to collect various types of data and metadata, including
contact information, browsing history, navigation history, and
broadcast listening history, which can be used to infer and
provide convenient personalized services.48 Some "predatory
advertisements" use inferred information to target those who
are "vulnerable" and in "painful" situations, such as women
who lack self-esteem, hold low-paying jobs or are pregnant,
and promote related products to add their "anxiety".49 Faced
with these social phenomena, privacy theory provides a set of
stricter regulations and normative strategies than the right to
personal information. 

However, there are two problems with privacy theory. 
First, although it is born of personal information, pri-

vacy theory does not completely transcend and overcome the
shortcomings of the theory of the right to personal informa-
tion. The content of privacy is extensive, including free think-
ing; personal solitude; not being monitored, searched and in-
terrogated; personal reputation; and the control of personal
information.50 However, information privacy is a nonabsolute
moral right in a normative sense; that is, people have the right
to obtain, directly or indirectly, information about themselves;
others can obtain information about themselves; and technol-
ogy can be used to generate, process or disseminate informa-
tion about them.51 Therefore, the boundary between privacy
and personal information is often unclear. 

Second, regarding inferred information as contained
within the right to privacy has certain limitations. Privacy
does not protect data that do not have a clear privacy benefit,
but inferred information is often obtained through the analy-
sis of such information without privacy characteristics, which
makes it impossible for privacy theory to cover all the inter-
ests of inferred information. 

Take metadata as an example. From the perspective of pri-
vacy, metadata are meaningless and nonsensitive data, and
the collection of metadata does not infringe on personal pri-
vacy. However, in real situations involving inferred informa-
tion, metadata play a vital function of information organi-
zation, which allows data to be easily read and processed
by machines and helps produce high-quality, personalized
search results.52 As a result, many scholars have changed their
attitude towards metadata protection.53 Because the rapid
progress of algorithms and the occurrence of inferred infor-
mation in the era of big data have made metadata meaning-
ful, if we nonetheless insist on the theory of privacy, the real
needs of inferred information protection cannot be satisfied. 

From this point of view, personal information differs from
private information, and inferred information has the double
attributes of personal information and private information. 

2.3. Intellectual property 

If the theory of the right to personal information and the right
to privacy are perspectives on the allocation of rights and in-
terests based on the origin of inferred information, the the-
ory of intellectual property is another point of view generated
from the actual production process of inferred information.
From the perspective of intellectual property, on the one hand,
the software or algorithm that creates, stores, and mines data
is a kind of intellectual property, and inferred information is
a derivative product of this intellectual property that is differ-
ent from the information originally collected. It is "new infor-
mation" generated by big data and algorithms through deep
learning and is separate from the information source. The ac-
curacy of the inferred information originates from the ratio-
nality and scientific accuracy of the algorithm; as a result, the
labor of the algorithm writer determines the reliability of the
inferred information. On the other hand, although the inferred
information is automatically generated by the algorithm, its
content still needs to be interpreted by the algorithm writer.
The storage of inferred information also depends on the in-
vestments of technical staff and technology companies: data
analysis requires not only labor but also the establishment of
databases to condense the intellectual labor and economic in-
put.54 Therefore, inferred information should be included in
the "intellectual property" of data parsers based on the justi-
fication of intellectual property and protecting the legitimate
interests of scientific and technological personnel and enter-
prises. 

The theory of intellectual property has also gained a cer-
tain degree of recognition in practice. For example, in the case
"Search King v. Google",55 the judge considered the company’s
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lgorithm (and its results, that is, inferred information) to be a 
ubjective opinion and thus protected free speech. The subse- 
uent cases "Landon v. Google" 56 and "Zhang v. Baidu" 57 both 

ollowed precedents, and both acknowledged that algorithms 
re free speech without exception. Although many scholars 
ave criticized this statement,58 according to this view, algo- 
ithms are regarded as corporate property, and the informa- 
ion inferred, which is regarded as an expression or subjective 
pinion of the enterprise algorithms, should be protected as 
he intellectual property of the enterprise—at least theoreti- 
ally.59 The theory of intellectual property provides a broader 
egal space for data analysis activities and plays a powerful 
oosting role in stimulating the vitality of network science and 

he technology and information market. 
However, the theory of intellectual property still faces 

any challenges in theory and practice. 
First, although the intellectual work of data analysts is con- 

ensed in the process of generating inferred information, we 
an use the rules of addition and processing in property law to 
ndow processors with property rights to new products with 

alue that obviously exceeds the value of the raw materials.
nferred information content has distinct personal property 
nd personality interests that differentiate it from ordinary 
roperty. We cannot ignore such distinctions. Moreover, ow- 

ng to the social attributes reflected in the substantial inferred 

nformation about individuals, the state and society have spe- 
ial interest demands for this information. 

Second, even if the algorithms and software that create,
tore, and mine data are recognized as intellectual property,
t does not necessarily follow that the data (inferred informa- 
ion) themselves must be protected as intellectual property.
nstead, they can be treated as trade secrets, which will con- 
inue to stimulate the development of the science and tech- 
ology industry.60 Intellectual property theory is not the only 
ption for stimulating innovation. 

Third, regarding inferred information as the intellectual 
roperty of data analysts will likely lead to endless data col- 

ection and information speculation by scientific and techno- 
ogical enterprises. Abuse of information technology and algo- 
ithms will lead to malicious use of inferred information for 
rofit and may even threaten the value of human beings as 
ubjects. Although the intellectual property approach can ef- 
ectively promote the expansion of production in the field of 
nformation, it is still impossible to determine the value of hu- 

an beings as subjects. 

.4. Compound rights 

he above three theories are not only descriptions of aca- 
emic viewpoints but also analyses of practices. Different 
ays of imagining individuals, data, and the relationship be- 

ween individuals and data produce seemingly different dis- 
ourse systems. Careful consideration reveals that these dis- 
ourses often overlap. The right to the self-determination of 
ersonal information also means that individuals are treated 

s private consumers and can trade their own data freely. The 
ata analysis subject treats data as personal assets, which 

lso reflects personal self-determination. In addition, both the 
ight to positive personal information and the right to nega- 
ive privacy may be basic rights that overlap, so it is difficult 
o separate them to discuss inferred information. It is diffi- 
ult for us to fully attribute inferred information to a single 
ype of right because multiple forms of interest are involved.
herefore, compound rights theory is produced in an effort to 
ecompose and categorize inferred information into different 
ypes of rights. Professor Nissenbaum’s concept of "contextual 
ntegrity" is a typical compound rights theory of inferred infor- 

ation. When she discussed the issues of knowledge discov- 
ry in data (KDD), in-depth data, and data mining, she first ac- 
nowledged the real possibility of information inference and 

he threat to privacy and regarded privacy as a context, with 

he rights boundaries of inferred information determined ac- 
ording to different contexts.61 The legal practice of Australian 

ata protection also reflects the theory of compound rights.
n this legal practice, consumer rights are the basis of all data 
ights, individuals are considered privacy consumers, and pri- 
acy laws must be market oriented. Furthermore, data are re- 
arded as assets,62 and individuals have rights to trade their 
wn data.63 Moreover, data are also considered to be an asset 
f the data-holding entity. This perspective reflects the views 
f the right to privacy and the claims of the right to personal

nformation as well as the opinions of intellectual property 
ights theory. 

The theory of compound rights does not truly solve the 
roblem of the rights attributes of inferred information; it 
nly provides an attitude that changes with the situation. The 
roposition reflects the complexity of reality and the confu- 
ion about how to regulate inferred information. 

. Legal regulations of inferred information 

ifferent doctrines of rights attributes reflect the essence of 
nferred information from different aspects and, when differ- 
nt theories are taken as the dominant viewpoint, result in 

ifferent legal regulation modes. 

.1. U.S. industry self-discipline model 

enerally, the United States does not have a written law 

hat predominates in the protection of information privacy.
nstead, its privacy protection is an industry self-discipline 

odel. Data protection in the United States is based on the 
ight to privacy as the main framework, laws and regula- 
ions are scattered throughout every state and industry, and 

recedents and statutes are also different. This model is mar- 
et driven and treats individuals as privacy consumers, par- 
icipants in market relationships, and traders in goods (per- 
onal information).64 The Consumer Online Privacy Rights Act 
COPRA) proposed by Maria Cantwell and other members of 
ongress in 2019 explicitly included derived data in the scope 
f protection: “derived data” means covered data that are cre- 
ted by the derivation of information, data, assumptions, or 
onclusions from facts, evidence, or another source of infor- 
ation or data about an individual, household, or device used 

y an individual or household. Information derived from pub- 
icly available information is not publicly available informa- 
ion.65 The California Consumer Privacy Act (CCPA) of 2020 is 
urrently the strictest personal information and privacy pro- 
ection law in the United States. It clearly defines inferred 
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and inferred information,66 but the definition is limited to
information inferred from personal information. In its 2012
report on data security, "Protecting Consumers’ Privacy in a
Time of Rapid Change", the Federal Trade Commission (FTC)
took data security, reasonable collection limits, sound reten-
tion practices and data accuracy as the four key principles of
privacy protection. However, the FTC believes that informa-
tion is static and that controlling the original collected infor-
mation is sufficient to protect privacy interests, so it does not
discuss situations in which additional personal information
can be inferred from the collected information, nor does it
pay attention to how enterprises should treat the inferred in-
formation. Recently, the FTC has realized this problem. The
FTC now points out that "data brokers" collect and use not
only original data but also data derived from original data
and then "classify" data subjects (consumers) through behav-
ior prediction and feature identification.67 The data industry
in the United States and its practitioners resort to technical
means to achieve deidentification of personal information,
and data controllers make it difficult for data users to identify
data subjects by changing or deleting personally identifiable
information in datasets.68 Deidentification of personal infor-
mation is performed to eliminate the possibility of inference
from the source of the data, realize the anonymization of the
data, and ensure that the data are no longer identifiable and
cannot be used to identify or contact individuals.69 

3.2. EU centralized legislation model 

The European Union has adopted a regulatory model of cen-
tralized legislation. Here, we mainly focus on and analyze the
GDPR, which aims to update all previous EU data protection
laws in response to the modern scientific and technological
developments represented by algorithms and artificial intel-
ligence. Theoretically, the GDPR is based on the strict right
to self-determination of personal information and gives such
information the legal status of basic rights to protect rele-
vant personal interests. The GDPR divides personal data types
in detail according to the sensitivity of data and clarifies the
rights of data subjects and the obligations of data controllers.
Although the GDPR does not clearly stipulate what is inferred
information,70 its regulation of inferred information is very
strict, providing strong privacy and autonomy protection for
information subjects. For example, the GDPR gives data sub-
jects the "right to delete", which is designed to prevent per-
sonal information from being used improperly for a second
time, i.e., for speculation. Article 9 of the GDPR stipulates that
if data processing (i.e., information speculation) can reveal in-
formation such as citizens’ political views and ethnic inclina-
tions, such processing is prohibited in principle; even if per-
sonal data are processed for political purposes, they should be
handled strictly and meet the requirements, with few excep-
tions.71 Article 22 provides that data subjects have the right to
be free from restrictions based solely on automated decisions,
thus avoiding similar effects on individuals. This means that it
is possible for the identification and analysis of user portraits,
as well as online recruitment or online performance evalua-
tions without human intervention, to infringe on privacy and
autonomy with the information inferred by algorithms. There-
fore, such processes need the legal protection of Article 22.
Considering this necessity, the GDPR also stipulates that citi-
zens have the right to interpret; that is, the data subject has
the right to require the enterprise to explain how the algo-
rithm works and how it makes automatic decisions. In other
words, enterprises must explain how information is inferred
by big data and algorithms. 

3.3. Other laws and regulations on inferred information 

The regulations of the European Community once stipulated
that when determining whether certain information is iden-
tifiable, all methods that may be reasonably used by the in-
formation controller or others to identify the person should
be considered. Germany’s judgment in the 1983 census case
stated that there were no unimportant personal data, and
because automated data processing could generate partial
or even complete personality images,72 the right to self-
determination of inferred information and personal informa-
tion was confirmed. In 1990, Germany comprehensively re-
vised the Federal Data Protection Law of 1977, enacting the
regulation of automatic and manual processing of data, lim-
iting data collection, and prohibiting the processing and use
of personal data in principle.73 Norwegian data protection au-
thorities stipulated similar personal information processing
principles, such as the principle of restriction of purpose and
the principle of data minimization, in the 2013 report "Big Data
Privacy Principles under Pressure". In the 2008 report “Aus-
tralian Privacy Laws and Practices”, the Australian Law Re-
form Commission suggested that privacy law redefines per-
sonal information as information or opinions about an identi-
fied or reasonably identified individual, regardless of whether
it is true or whether it is recorded in physical form.74 Simi-
larly, Canada’s Personal Information Protection and Electronic
Documents Act of 2002 did not define sensitive information
but gave organizations the power to determine what sensitive
information is. In addition, antidiscrimination laws in other
European and American countries, as well as in Taiwan and
Hong Kong in China, prohibit unfair treatment based on per-
sonal characteristics (such as age, race, gender, and skin color).
In cyberspace, these personal characteristics are mainly in-
ferred through big data and algorithms. Therefore, antidis-
crimination laws actually regulate inferred information by re-
stricting the purposes of data use. For example, merchants are
prohibited from implementing "price discrimination” on the
basis of inferred information. 

3.4. Comparison of different regulations 

In general, the GDPR of the European Union adopts a basic
rights model to protect personal information, so this model
protects personal information and positive freedom more
strictly than others. Although the United States also recog-
nizes privacy as a basic right, issues related to personal infor-
mation are incorporated into a more specific privacy frame-
work to protect personal information privacy and negative
freedom. Most laws and regulations of other countries and re-
gions are relatively general and therefore insufficiently spe-
cific. The abovementioned various regulations reflect two dif-
ferent regulatory ideas: direct regulation and indirect regula-
tion. The former refers to the protection of private information
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hrough speculative behavior, such as the purpose restriction 

rinciple of data processing and the regulation of algorithms,
hich is a kind of ex ante regulation.75 The latter refers to 

he prevention of speculation through regulating information,
uch as strictly defining personal information, distinguishing 
nd prohibiting the collection of sensitive data, following the 
nformed consent framework, and establishing various data 
ights. Direct regulation aims to protect the privacy of infor- 

ation, which reflects the theory of the right to privacy of 
nferred information, while indirect regulation takes the self- 
etermination of personal information as the starting point,
hich reflects the theory of the right to personal information 

f inferred information. 
As shown by the analysis above, the relevant provisions of 

he GDPR are ill-equipped to handle the problems of inferred 

nformation, while the US industry self-discipline model ad- 
resses different areas of privacy. 

. Legal regulation practice and choice of 
nferred information in China 

.1. Legal regulation practice of inferred information in 

hina 

 legal system for data protection has not yet been formed 

n China, and the protection of data information is achieved 

rimarily through department laws and certain normative le- 
al documents, for example, Article 253 of the Criminal Law of 
he People’s Republic of China (PRC) 76 ; Articles 111, 1034 and 

035 of the Civil Code of the PRC; 77 Articles 30 and 41 of the
yber Security Law of the PRC 

78 ; Article 1 of the Decision of 
he Standing Committee of the National People’s Congress on 

trengthening the Protection of Network Information 

79 ; and 

rticle 9 of the Provisions on the Protection of Personal Infor- 
ation of Telecommunications and Internet Users.80 China’s 

udicial interpretation also contains provisions on the han- 
ling of data infringement and criminal cases, such as “Pro- 
isions on Several Issues Concerning the Application of Laws 
o Trials of Civil Disputes Involving Infringement of Personal 
ights and Interests by Information Networks” and “Interpre- 
ation of Several Issues Concerning the Application of Law 

n Handling Criminal Cases of Infringement of Personal In- 
ormation”.81 Article 18 of the E-commerce Law of the PRC 

tipulates that if e-commerce operators provide consumers 
ith search results for goods or services based on their inter- 

sts, hobbies, consumption habits, and other characteristics,
ther options that do not target their personal characteristics 
hould also be provided, and the legitimate rights and inter- 
sts of consumers should be respected and equally protected.
his provision actually responds to “big data bias”, which ex- 
oses the real threat of inferred information. One example of 
uch bias is pricing discrimination: for example, more than 

ne client has discovered when trying to book air tickets or ho- 
el rooms through certain online travel agency (OTA) sites that 
he price is higher for a frequent user of the website than for 
 newcomer. This discrepancy occurs because companies use 
nformation acquired on clients’ preferences and purchasing 
abits to take advantage of them. The "Self-disciplinary Con- 
ention on the Collection and Use of Personal Information of 
sers" (Second Batch), which was passed at the China Inter- 
et Conference in 2019, responded to the collection and use 
f personal information and information inference and stipu- 

ated provisions regarding the purposes of restriction. In addi- 
ion, other departmental regulations have emulated interna- 
ional law, emphasizing the information subject’s "consent" 
nd "purpose of use", but the results are still the same as the
ontent of the GDPR mentioned above. 

In the case "Ant Financial Services v. Enterprise Search 

ompany", on May 5, 2019, the news that a famous small on- 
ine loan company in China had begun to liquidate caused 

 sensation in the industry. The Enterprise Search Company 
ushed the news to its subscribers through in-station mes- 
ages, daily monitoring reports on the "Radar Monitoring" ser- 
ice, mail, etc., claiming that the small loan company Ant Mi- 
roloan, which belongs to Ant Financial Services, had begun 

o liquidate and listing the risk level of this news as "warn- 
ng information". The information quickly spread. There were 
ens of millions of news reports and analytical articles on the 
heme of "Ant Microloan liquidation" in major search engines,
hich caused panic in the market and among users. Ant Fi- 
ancial Services therefore sued Enterprise Search Company. 

According to China’s "Information Security Technology 
nd Personal Information Security Regulations” (ISTPIS), user 
ortraits are processes of forming personal characteristic 
odels by collecting, aggregating and analyzing personal in- 

ormation and analyzing or predicting the personal charac- 
eristics of a specific natural person, such as occupation, eco- 
omic status, health, education, personal preferences, credit,
nd behavior. In the case above, the Hangzhou Internet Court 
eld that the defendant automatically monitored the en- 

erprise information that concerns users, collected and pro- 
essed these data and other free public data, and pushed out 
arly-warning information. Moreover, this inferred informa- 
ion was erroneous and distorted, which greatly misled the 
ublic.82 Although the ISTPIS list various categories of sen- 
itive personal information, including property information,
ealth and physiological information, biometric information,

dentity information, network identity information and other 
nformation, metadata continue to be ignored. The identifica- 
ion of sensitive information in China’s judicial practice gen- 
rally considers personal safety and property security, as it is 
xtremely easy for such information to lead to theft, fraud, ex- 
ortion and related crimes after being illegally obtained, sold 

r provided. This kind of information has the potential for 
reater social harm,83 such as tracked information. 

In the case "Mr. Liu v. Today’s Headline", the plaintiff, Mr.
iu, found that after he replaced his mobile phone on Jan- 
ary 29, 2018, even though he refused to provide permission 

o access his address book, the Today’s Headline app could 

till recommend friends from his address book in the old 

hone. In February 2018, Mr. Liu stated that he believed that 
he Today’s Headline app had not stated that it would collect 
sers’ personal information in its "User Agreement and Pri- 
acy Terms" but had uploaded and saved his address book 
ithout authorization, which seriously infringed on his pri- 

acy; thus, he sued the operator of the app in the Haidian 

ourt in Beijing. Mr. Liu believed that address book informa- 
ion, as an extremely sensitive type of personal information,
s very important to personal safety, property security, etc.
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and involves personal social relations, family situations and
even business secrets. Uploading and saving such data with-
out permission is a serious infringement of personal privacy.
However, the defendant’s agent pointed out that telephone
numbers play an important role in daily private communica-
tions. Telephone numbers should not be kept confidential but
must be announced to others. Although an address book con-
tains information such as personal names and phone num-
bers, the information is not Mr. Liu’s own personal informa-
tion but the information of members of his social network,
so it does not belong to the category of Mr. Liu’s "private
information." 

This understanding of sensitive information obviously ig-
nores inferred information and information context. For many
app developers, reading personal address books is normal. Ad-
dress book information has become a source of illegal col-
lection and use of personal information; some developers
use this information to engage in telecommunications fraud,
violent collection, extortion, and illegal collection of online
loans.84 These activities have already infringed on citizens’
privacy because public information also has privacy value, as
it can be used for analysis and inference, thus breaking the
original context of data flow. 

For example, in the first case of "data and trade secret"
litigation in China (Jinfeng Technology Co. v. Chen Guoling,
Chen Zhiping, Shenzhen Oruifeng Technology Co., and Abbey
Mould Engineering Co.), the court of first instance held that
emails sent to and from customers and preserved by Oruifeng
included the customers’ names, addresses, and contact in-
formation as well as their trading habits, payment methods
and special requirements for products, constituting in-depth
information. This customer information is not known to the
general public and is not easily accessible. In addition, the
value of the abovementioned customer list management in-
formation is reflected in the increase in trading opportuni-
ties, sales channels, and sales profits associated with it, which
can also bring real economic benefits; thus, it has the unique
value of business secrets.85 The Retrial Court held that on the
whole, mastering customers’ business information, such as
contact information, product requirements, and transaction
habits reflected in the relevant emails, will inevitably result
in enhanced accuracy in finding customers, convenience in
establishing contact with business leaders and a competitive
advantage in quotation.86 

The definition of personal information in Article 1034 of
the Civil Code of the PRC that was implemented in 2021 has
expanded the scope of personal information, which has pro-
moted the protection of personal information and privacy in
China to a certain extent. 

Generally, China’s current legal provisions for protecting
data and information are focused mainly on how to prevent
others from collecting data and how to safeguard individuals’
rights after their data information is infringed. However, there
are no provisions regarding the application of data, such as
collection, storage, processing, transaction, use, and circula-
tion. It is even more impossible to discuss the use and protec-
tion of inferred information, with the result that inferred data
information cannot be effectively regulated and protected by
law. 
4.2. China’s choice of legal regulation on inferred 

information 

At present, China has not formed a complete scientific under-
standing of the legal regulation of inferred information. Legal
regulation must not only consider the benefits of big data but
also balance the harm to privacy caused by big data. Speci-
ficity in different cultural contexts also needs to be consid-
ered. The United States and the European Union have differ-
ent attitudes, and not all countries value the active protection
of privacy.87 Even in the same context, the interests of differ-
ent individuals in privacy and autonomy and the willingness
to share information must be considered in real life. 

The understanding and protection of inferred information
and even personal information in the legal theories and prac-
tices of the United States and the European Union are based
on different social imaginations of society and individuals.88 

For China, how can this social imagination be used to deal
with the problem of information privacy? The preceding anal-
ysis reflects that China’s Internet technology is developing
very rapidly, and the situation China faces is complicated.
The privacy protection practices of the United States provide
a fairer and more comprehensive protection of privacy and
inferred information than those of other countries. The pro-
tection model in the United States is based on the contex-
tual integrity privacy theory proposed by Professor Helen Nis-
senbaum. Based on this theory, the principle of "Respect for
Contexts" was put forward in the Consumer Privacy Act of
2012. As a guide, the protection of privacy and inferred infor-
mation has focused on different fields. 

4.2.1. Contextual integrity theory 
According to this theory, privacy is determined not only by
the type of information but also by the context in which the
information is collected.89 “Context” refers to “structured so-
cial settings”,90 which is an abstract reference to various social
structures that everyone may experience in daily life. Profes-
sor Nissenbaum tends to explain context here as social con-
text. She does not agree to define context directly in spatial
terms because context is composed mainly of roles, purposes,
activities and information types.91 Specific contexts can be
represented as specific spaces, including schools, hospitals,
and companies. They have value, and these values are ex-
pressed through permitting activities,92 so they are normative
and connect the context to the norm. Since people’s activities
occur in a variety of different social contexts (situations) and
each context has a set of norms that match it and are differ-
ent from those of other contexts, information privacy should
be distributed and protected according to the norms govern-
ing specific contexts.93 Therefore, different contexts should be
considered when managing or controlling information; that is,
the way of collecting and sharing information needs to meet
the expectations reflected in a specific context at that time,
and the behavior and practice in a specific context need to
follow specific norms. 

Information may invade privacy in one context but not in
another. For example, in hospitals, doctors can collect med-
ical information about patients, but in workplaces, such in-
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ormation cannot be collected. Additionally, it is unacceptable 
or companies to collect large amounts of information from 

onsumers, while it is acceptable for teachers to collect some 
nformation from students in schools.94 This is the principle 
f appropriateness of norms. Although information needs to 
dapt to the norms of certain contexts, the theory does not 
rohibit the cross-situation flow of information. Information 

ollection should consider not only different spaces but also 
ifferent subjects in specific spaces. For example, the judg- 
ent documents of someone who lost a case published on the 

nternet can be browsed by anyone. Legal professionals and 

rdinary people may have different attitudes and perspectives 
n documents, and the information disclosed in the judgment 
ocument will also flow to other situations. This is the prin- 
iple of fluidity of norms. What information can be obtained 

y police and doctors and how to obtain it are different. Once 
nformation is separated from a specific context and placed 

n another, it will break the contextual integrity.95 Since the 
recontext norms are different from the postcontext norms, if 
he information does not meet one of these sets of norms, pri- 
acy invasion will happen. Therefore, information collectors 
hould mine information in their own “divisions” and cannot 
tep into areas that do not belong to them. Information sub- 
ects have different privacy demands in different contexts and 

ave the right to respect the context, that is, the right to ex- 
ect companies to collect, use and disclose personal data in a 
ay consistent with the context in which consumers provide 
ata.96 

According to the theory, if we want to determine whether 
rivacy has been infringed, we do not need to consider 
hether certain information is personal or public or whether 

t occurs in the private or the public domain. The problem lies 
ot in the collection, storage and dissemination of informa- 

ion but in the unevenness of the collection, storage and dis- 
emination of information, such as using the information for 
 paternalistic and manipulative purpose (e.g., providing per- 
onalized services or price discrimination). The information 

ust be placed in a certain context to determine whether it 
eets the norms of that context and whether it meets the 

rinciples of "appropriateness" and "fluidity" of the norms.
f the information is valuable in isolation from the context,
hether it infringes on privacy cannot be determined. From 

his perspective, the right to privacy is neither a right to pro- 
ect private information nor a right to control personal infor- 

ation but a right to the appropriate flow of personal infor- 
ation. When information is transmitted in violation of the 

wo principles of contextual integrity theory, privacy infringe- 
ent will occur. 
Nissenbaum’s theory is more thoughtful than the control 

heory of privacy and provides a new way to evaluate the tech- 
ologies and systems that affect the flow of information, an- 
wering the questions of when and why privacy issues (espe- 
ially in the social network environment) occur, that is, why 
ome information is private and why people are dissatisfied 

ith or disregard certain types of information flow. Most im- 
ortantly, the five variables (five different perspectives) in the 
heory challenge the understanding of the single element of 
nformation privacy, such as whether the information is sen- 
itive, whether the individual agrees with its distribution, the 
ublic-private dichotomy of data, and subject control. For ex- 
mple, when people use shopping carts to collect goods in 

upermarkets and display these goods at checkout counters,
he goods will be seen, but this display will not make them 

eel that their privacy has been infringed. However, if infor- 
ation on the purchased goods is collected or even sold on 

he website when shopping online, privacy will be infringed.
he theory states that privacy norms in a specific situation 

or context) involve a variety of different types of information,
nd the information changes as the context changes. For ex- 
mple, collecting information on marital status is legitimate 
hen men and women are dating but is inappropriate in re- 

ard to job interviews. Teachers have unconditional access to 
he test results of all students but not individual students. 

.2.2. The development forecast of China’s inferred informa- 
ion legal regulation 

n traditional Chinese culture and social governance activi- 
ies, it is not that there is no sense of privacy but that there
s a complicated contextual structure in the expression of this 
ense of privacy. On the one hand, this kind of "private" con- 
ciousness is always unable to positively resist words from 

he "public" in the cultural atmosphere and ideology where 
ollective interests are superior to individual interests. There- 
ore, when an individual’s privacy interests conflict or com- 
ete with public interests, the individual’s privacy interests 
lways give way to public interests. Therefore, in the public 
omain, facing the government authority as the representa- 
ive of public interests, individuals do not have sufficient dis- 
ourse advantages and social moral support to advocate their 
ight to personal privacy. For example, in the prevention and 

ontrol of the COVID epidemic, the government has promoted 

nd applied information technology such as face recognition 

nd health codes on a large scale, which has infringed on cit- 
zens’ personal privacy interests to a certain extent. Although 

any scholars and experts have called for restrictions on the 
se of these technologies, these voices appear to be very weak 
gainst the discourse of protecting public health interests. On 

he other hand, in social and economic life, the Chinese public 
s not as "aphasic" as it is in dealing with government author- 
ties when facing the infringement on personal privacy inter- 
sts by commercial organizations such as Internet platforms.
or example, when Tencent Huateng Ma CEO said, "Tencent 
as data on the faces of Chinese people (voluntarily released) 
ver the past ten years and can even predict what users will 
ook like in old age", it caused a public uproar. In fact, Chinese
eople do not care about privacy as much as they care about 
he benefits of privacy. Therefore, when commercial organi- 
ations offer certain financial temptations or service conve- 
ience as a consideration for exchanging personal informa- 

ion, people often voluntarily abandon personal privacy, al- 
hough they sometimes are not satisfied with these consid- 
rations. Only because they lack an adequate value estima- 
ion and sufficient attention to personal information in con- 
idering the actual benefits of selling their privacy are peo- 
le are anxious to voluntarily sell personal information before 
eading the lengthy and complicated privacy policy. In addi- 
ion, in the field of personal communication, Chinese people 
eem to emphasize collectivism, but when facing neighbors,
olleagues and even family members, they show a particularly 
trong sense of privacy protection and can resist the consider- 
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ation given by other individuals that is higher than that paid
by commercial organizations. Thus, Chinese people’s concept
of personal information and privacy protection is complex
and changes with the context. Studies have revealed that in
the right circumstances (defined by social domains, recipi-
ents, and purposes), people are quite ready to share informa-
tion deemed private. However, for information deemed public
(defined by its placement in public records), people maintain
highly modulated privacy expectations.97 

When faced with the privacy issues involved in inferred
information, the situation is even more complicated. How to
prevent the government from interfering too much in citizens’
private life through information analysis and how to prevent
commercial organizations such as Internet platforms from us-
ing information mining technology to infringe on citizens’
personal privacy are fundamental issues related to the legal
regulation of inferred information. Therefore, it is particularly
urgent to strengthen the legal regulation of private informa-
tion, especially inferred information, in China. 

In recent years, influenced by the culture and system of
privacy protection in the United States, the Chinese govern-
ment and legislature have paid increasing attention to per-
sonal information and privacy protection. A special chapter
of the Civil Code stipulates the legal protection of personal in-
formation and privacy, but it stipulates only the rights and in-
terests of personal information and does not specify the rights
of personal information.98 The draft of special legislation on
personal information protection also closely follows the inter-
national legal trend,99 which has been submitted to the Stand-
ing Committee of the National People’s Congress for delibera-
tion. It is expected that it will be formally promulgated in the
next two years. Other industries have taken the lead in issuing
relevant laws and regulations that fully embody the concept
of respecting the context. For example, information inference
such as the price being higher for a frequent user of the web-
site than a newcomer is being regulated in tourism and busi-
ness fields,100 and the Ministry of Industry and Information
Technology has passed special legislation and actions on the
governance of personal information collected by apps.101 

In a typical case, "Pang Lipeng v. Beijing Qunar Information
Technology Co.” (2017), published by China’s Supreme Peo-
ple’s Court, in October 2014, after the plaintiff purchased an
air ticket from China Eastern Airlines through Qunar, he re-
ceived a short message regarding suspected fraudulent infor-
mation related to the purchased air ticket. The plaintiff sued
Beijing Qunar Information Technology Co. and China East-
ern Airlines Co. for leaking his private information, includ-
ing his name, phone number and schedule. The court held
that Pang Lipeng’s name and mobile phone number played
an important role in identification and information exchange
in daily communications. It seemed to the court that a per-
son’s name and mobile phone number should not be kept se-
cret but must be given to others. However, in the era of big
data, once individual, isolated, and publicly available personal
information is collected, extracted, and integrated, it can be
completely matched with a specific individual, thereby form-
ing detailed and accurate overall information on that person.
At that time, this comprehensive and systematic overall infor-
mation is no longer a single item of personal information that
can be arbitrarily disclosed. Once overall information is leaked
and spread, no one will have their own private space, and per-
sonal privacy will be threatened. In this case, the Beijing No.
1 Intermediate People’s Court took context as the main con-
sideration and finally determined that a person’s name and
mobile phone number are private information.102 

In the case of a user suing Tencent’s Wesee for infringe-
ment of privacy in 2019, when the plaintiff, Mr. Wang, used a
WeChat/QQ account to log in to Tencent’s Wesee app, his gen-
der, region, and friend relationship were obtained by Wesee.
Mr. Wang believed that Wesee had no right to collect and use
the information and that in doing so, it infringed on his pri-
vacy and other interests. The judge pointed out that friend re-
lationships in mobile phone address books belong to personal
information but not privacy. For privacy and personal infor-
mation considerations, careful analysis and judgment should
be combined with a specific network context. “WeChat friends
relationships have reasonable expectations of privacy under
certain contexts, but the WeChat friendships claimed by the
plaintiff do not include private relationships that they do not
want to be known to others, and others cannot judge his per-
sonalities which will lead to negative or improper evaluation
through his WeChat friendships.”103 

These decisions show that in China’s judicial cases, some
judges have begun to take context as the main consideration
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n judging a case, but there is no consensus in legislation and 

ractice. Therefore, we can say that the legal regulation of 
rivate information, especially speculative information, has a 
heoretical and practical basis in China. 

In summary, the theory of contextual integrity has many 
dvantages and can solve many problems regarding inferred 

nformation, which provides us with a complete mechanism 

or evaluating inferred information. Moreover, in China’s so- 
ial environment and judicial practice, the theory has room 

or survival and development, which could help China cope 
ith many difficult problems involving inferred information 

n its social development, and this theory could be used to 
uide China’s legislation and judicial practice on inferred in- 
ormation. Therefore, we speculate that in the future, China is 
ikely to adopt the US model in the legal regulation of inferred 

nformation. 

. Discussion 

hen adopting contextual integrity theory and the US reg- 
latory model, China needs to pay attention to the fact that 
his theory ignores the power of information technology rep- 
esented by algorithms and artificial intelligence, which is 
ometimes powerful enough to break or reconstruct the con- 
ext. It is undeniable that the theory is still an important 
aradigm for evaluating inferred information because it in- 
roduces a new privacy protection mechanism dominated by 
he concept of context, emphasizing that the rationality of pri- 
acy protection should be examined on the basis of the spe- 
ific environment in which it is situated rather than making 
bstract prejudgments that deviate from the specific context.
onsidering the diversity of contexts, the rational use of pri- 
ate information should be judged by integrating various fac- 
ors. Therefore, we must complement the theory from a tech- 
ical perspective. 

Based on contextual considerations and the refinement of 
aw, we must reconsider the mandatory provisions of exist- 
ng laws. For China, relevant power subjects must weigh the 
ros and cons carefully when regulating and protecting in- 
erred information. The power subject must respect privacy 
nd protect digital human rights when formulating relevant 
egal systems. 

Privacy is increasingly becoming an important value in the 
igital age. While technology provides assistance for privacy 
rotection, it also further threatens privacy (e.g., various net- 
ork cameras, the pervasive use of unmanned aerial vehi- 

les, the abuse of face recognition by machine learning, and 

he disclosure of personal information), and the law must ad- 
ere to the protection of personal privacy. The characteristics 
f inferred information and the tyranny associated with gov- 
rnment abuse of data and information technology also show 

hat data involve not only memory but also power. 
In future legislative and judicial practice in China, it is nec- 

ssary to link individuals, data and privacy with contexts and 

o respect individual contexts, data contexts, and privacy as 
ontexts. 

Respecting contexts means respect for individuals (prefer- 
nces), especially individuals (preferences) based on human 

eterogeneity. The potential of a data-driven economy can be 
ealized only when data can flow and merge to promote new 

nnovative applications. What is important is that these new 

ses must be consistent with the user’s preferences and ex- 
ectations and win the user’s trust by avoiding accidental vi- 
lation of the context. Context-aware data use is a key factor 

n achieving the sustainability of this ecosystem.104 

Respecting contexts also means respect for privacy and 

ther social morality, ethics, and values. The principle of re- 
pecting contexts may include and consider many values and 

urposes, as well as the different values and different pur- 
oses of different social contexts, and can assess whether pri- 
acy is infringed based on general ethical and political prin- 
iples, purposes and values in specific contexts.105 This ap- 
roach brings balance to many fields of social and political 

ife.106 When facing the risk regulation of algorithms and artif- 
cal intelligence, we must write better values into algorithms 
nd create obedient algorithms; the law must focus on the per- 
on who establishes the algorithmic model and abandon un- 
air algorithmic models.107 Because of this necessity, respect- 
ng contexts can test the morality of the law.108 

Respecting contexts still requires respect for data and 

pace. Between 2012 and 2013, Microsoft conducted a series of 
ocial studies in China, the United States, Canada, Germany,
ndia, Australia, Sweden, and the United Kingdom to reveal 
sychological attitudes towards privacy protection and legal 
iews on the subject (also reflecting respect for individuals) 
round the world. The seven variables included in Fig. 2 are 
ollectively referred to as "data context" by the WEF.109 

Based on these data scenarios, the WEF conducted a se- 
ies of scientific analyses, emphasizing that data and pri- 
acy protection technologies, laws, and policies must respect 
pace and context. The WEF stated that "in today’s digital 
orld without borders, people’s attitudes and behaviors to- 
ards personal data, as well as trust in the digital world, must 

lso establish and consider regional differences." 110 Such con- 
ideration is important because contexts are also deeply in- 
uenced by different cultural norms (values) in different re- 
ions (spaces). Chinese traditional philosophy tends to con- 
ider reality a series of relationships (European countries and 

he United States consider reality a series of entities); that 
s, the Chinese focus on finding their own identities within a 
nique network of relationships with other objects and peo- 
le and do not pay attention to discovering the attributes of 
bjects or people themselves.111 The principle of respecting 
ontexts accords with the spirit of China’s traditional culture,
hich means that modern personal information legislation in 

hina needs to conform to China’s situation instead of blindly 
opying foreign laws. 

Finally, respecting contexts means respecting social real- 
ty. In daily life, everyone is a data controller, and everyone 
as data obligations. In other words, when individuals pub- 

ish any data about their friends online or in reality, such as 
haring group photos of their special moments, the publisher 
s processing personal data (which may expose the data of 
riends) and is obliged to accept inquiries from friends. Con- 
idering the information standard in the context (normal so- 
ial communication), China’s legislation needs to respect the 
ctual situations of information and daily life. 

In summary, only by placing inferred information within 

he category and analysis framework of digital human rights 
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can we effectively regulate and make full use of inferred in-
formation. 
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