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a b s t r a c t 

With the increasing use of AI in algorithmic decision making (e.g. based on neural networks), 

the question arises how bias can be excluded or mitigated. There are some promising ap- 

proaches, but many of them are based on a ”fair” ground truth, others are based on a sub- 

jective goal to be reached, which leads to the usual problem of how to define and compute 

”fairness”. The different functioning of algorithmic decision making in contrast to human 

decision making leads to a shift from a process-oriented to a result-oriented discrimination 

assessment. We argue that with such a shift society needs to determine which kind of fair- 

ness is the right one to choose for which certain scenario. To understand the implications 

of such a determination we explain the different kinds of fairness concepts that might be 

applicable for the specific application of hiring decisions, analyze their pros and cons with 

regard to the respective fairness interpretation and evaluate them from a legal perspective 

(based on EU law). 
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1. Introduction 

Society as a whole has generally chosen to ban various forms
of discrimination from everyday life. This decision is reflected
in various laws, such as the German Constitution,1 the Ger-
man General Equal Treatment Act 2 on the German law level or
the EU Charter of Fundamental Rights (EU CFR) 3 and the Gen-
eral Data Protection Regulation (GDPR) 4 on the European level.
∗ Corresponding authors. 
E-mail addresses: hauer@cs.uni-kl.de (M.P. Hauer), j_keve01@wwu.de

1 In German called Grundgesetz : https://www.gesetze- im- internet.de/
2 In German called Allgemeines Gleichbehandlungsgesetz : https:/  

publikationen/AGG/agg _ gleichbehandlungsgesetz.pdf? _ _ blob=publicati
3 https://eur- lex.europa.eu/legal- content/EN/TXT/?uri=celex:12012P/T
4 https://eur- lex.europa.eu/legal- content/EN/TXT/PDF/?uri=CELEX:32
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/www.antidiskriminierungsstelle.de/SharedDocs/Downloads/DE/
onFile 
XT 

For several years now, the use of AI-based recommendation
systems has been gaining ground in many critical fields of ap-
plication (e.g. armored drones Altmann and Sauer, 2017 , pre-
dictive policing Shapiro, 2017 and many more Narula, 2018 ).
However, such systems have the problem that they have to
be trained with the help of data that may contain a his-
torical bias, which in turn leads to discrimination when
the algorithmic decision making system (ADM system) is
in use. 
016R0679 
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6 Directives together with regulations form the fundamental 
part of secondary EU law. Unlike regulations, directives are not di- 
rectly applicable but their provisions must first be implemented 

by the member states according to their own legal systems. 
7 Directive 2006/54/EC on the implementation of the principle 

of equal opportunities and equal treatment of men and women 

in matters of employment and occupation, L 204/23, 26/7/2006 (in 

the following referenced to as: Equal Treatment Directive). 
8 Art. 2 (1) lit. a Equal Treatment Directive. 
9 Art. 2 (1) lit. b Equal Treatment Directive 

10 Art. 2 Equal Treatment Directive; Art. 2 Directive 2000/43/EC 

of 29 June 2000 implementing the principle of equal treatment 
between persons irrespective of racial or ethnic origin, L 180/22, 
19/07/2000; Art. 2 Directive 2000/78/EC of 27 November 2000 estab- 
The goal for a society must be to implement/design fair al- 
orithmic decision making ( Muller, 2020 ). The term of fairness,
owever, is multifaceted. Philosophers debate the general 
uestion of what fairness means for centuries (see, e.g., the 
heory of proportional fairness by Ameriks and Clarke (2000) ,
ut also the works of Rawls (1971) and Dworkin (1981a,b) in 

ore recent times). To ensure fairness in machine learning 
odels, which are the basis of AI decision making, it must 

e mathematically defined so that it can be implemented 

nto such a model. For many possible scenarios of AI deci- 
ion making, a clear definition of what fairness actually means 
an only be established by considering the application con- 
ext ( Güro ̆glu et al., 2010 ). 

The great challenge here is that there exists a large num- 
er of measures for determining a bias in principle, of which 

 large subset is mutually exclusive ( Zweig, & Krafft ). Differ- 
nt aspects of ”fairness” must be evaluated to find the optimal 
airness measure for a certain scenario.5 In order to avoid too 
eneral formulations and to determine potential solutions on 

 concrete example, this paper focuses on an elaboration of 
elevant fairness measures for hiring decisions, groups them,
onsiders their technical/mathematical pros and cons and 

valuates the legal compliance and implications in context of 
he application (based on German and EU law). As far as the 
aper refers to non member state specific legal provisions, the 

egal analysis can be transferred to the jurisdiction in other 
ountries. 

. AI in hiring decisions 

he idea to use algorithmic decision making as a basis for fu- 
ure hiring decisions ( Dattner et al., 2019 ), for example based 

n an evaluation of employee performance, promises poten- 
ially better results and a fairer and more objective process.
he promise is that machine learning can help, e.g., by ex- 
osing existing biases, thus allowing such problems to be ad- 
ressed in a more targeted manner, or even by abstracting 
rom human bias at all. 

While there seem to be obvious possible benefits of using 
I in hiring decisions at first sight, the use of AI in decision 

aking poses a substantial risk of bracing or even strengthen- 
ng existing biases and discriminatory effects in society. The 
undamental idea of decision making by machine learning 
onsists of developing a set of decision rules based on existing 
ata sets, the so-called training data ( Molnar, 2018 ); these deci- 
ion rules are stored as a so-called statistical model . Therefore,
ny statistical model tends to be structurally as biased against 
ertain social groups as the training data itself, or even tends 
o emphasize these biases because the predictions of machine 
earning models are oriented towards the majority group, to be 

ost accurate. 
Linked to this is the problem of lacking transparency in 

he decision-making process, which has a profound impli- 
ations for the legal system as a whole. AI-based blackbox 
odels, especially artificial neural networks, are hardly ex- 
5 The broader topic is so frequently discussed that an entire re- 
earch community has formed around it, called Fairness, Account- 
bility, and Transparency in Machine Learning (FAT ML) 

l
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lainable ( Sokol and Flach, 2020 ). The models outputs are 
he result of the weighting of thousands of connections be- 
ween the initial data sets features. The hidden layers be- 
ween input and output layer are extremely hard to exam- 
ne. The process of producing outputs from the input data is 
paque as such. Technologies as, e.g., Shapley Values ( Shapley,
953; Sundararajan, & Najmi ), LIME ( Ribeiro et al., 2016 ), An-
hors ( Ribeiro et al., 2018 ) or Surrogate models ( Craven and
havlik, 1996 ) seem promising to lighten up the blackbox. Still,
he immense complexity of the billions of connections be- 
ween the models hidden layers cannot be sufficiently ex- 
lained to this date. This challenges the common process- 
riented way of determining discrimination that relies on the 
ctual decision making process, but not its result. 

As an example for this processed-oriented assessment,
ooking at the term ǣequal treatment ǥ in directive 6 2006/54/EC 

hat deals with the implementation of the principle of equal 
pportunities and equal treatment of men and women in hir- 

ng decisions matters,7 the process-based assessment is al- 
eady hidden in the word treatment . The focus of anti discrim- 
nation legislation does not lie on the result but the treatment 
f an individual in a specific case, meaning the individual pro- 
ess that caused a result wanted or unwanted by the law.
he directive defines direct discrimination as a less favorable 

reatment of one person in comparison to another person on 

rounds of sex in a comparable actual, former or hypothetical 
ituation.8 In contrast to that indirect discrimination occurs 
here an apparently neutral provision, criterion or practice 
ould put persons at a particular disadvantage compared to 
ther persons on grounds of sex unless that provision, crite- 
ion or practice is objectively justified by a legitimate aim, and 

he means of achieving that aim are appropriate and neces- 
ary.9 The difference between direct and indirect discrimina- 
ion thus lies in an openly discriminatory treatment or process 
direct discrimination) vs. a seemingly neutral provision, cri- 
erion or practice (indirect discrimination). This means that 
he same biased result can be based on either a direct or in-
irect discrimination solely based on the decision process be- 
ind the result. 

The idea of defining discrimination based on a less favor- 
ble treatment of one person in comparison to others can 

e found in the whole EU anti-discrimination legislation 

10 
ishing a general framework for equal treatment in employment 
nd occupation, L 303/16, 02/12/2000; Art. 2 Directive 2004/113/EC 

f 13 December 2004 implementing the principle of equal treat- 
ent between men and women in the access to and supply of 

oods and services; L 373/37, 21/12/2004. 
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Fig. 1 – Schematic overview of a classifier. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

and is therefore the basis of every member state’s anti-
discriminatory law. 

The process-based assessment becomes even more evi-
dent when looking at the definition of indirect discrimination
in detail.11 Considering for example a job that requires a min-
imum of physical strength, it is only logical that statistically
more men than women are employed due to biological con-
ditions. In case of a lawsuit a judge would need to evaluate
whether the formulated requirements are appropriate and the
resulting bias is acceptable in this specific case. 

This way of thinking is suitable for decision makers who
follow written down practices and criteria to be able to make
an ideally unbiased decision in an individual case. It is the
classic way of applying an abstract rule to an individual case. 

As good as this way of thinking may be for humans, as
bad or at least not suitable it is for machine learning mod-
els. The described process-based way of thinking requires that
the actual process is transparent or can be at least rebuilt.
In this process-based view, to understand whether a neutral
provision resulted in indirect discrimination, it must be made
transparent. 

3. Applicable fairness measures 

The use of a blackbox model, such as an artificial neural net-
work, especially when deep learning is used, excludes the re-
quired transparency. This is one of the reasons why AI is not
allowed to make fully automated hiring decisions on its own
pursuant to Art. 22 sec 1 Nr. 1 GDPR. The individual shall not be
exposed to the mercy of a technical and opaque process with-
out being able to understand the underlying assumptions and
assessment criteria and, if necessary, shall be able to assert
their rights and interests.12 

If the decision process cannot be made transparent and
explainable, either the idea of a process-oriented assessment
collapses or, the new technology cannot be used in those deci-
sion making processes where an insight into the decision logic
is crucial. 

In general many known problems revolving around algo-
rithmic discrimination can roughly be divided into two cate-
gories: 1) Problems related to the design and deployment of
algorithmic decision models and 2) problems related to the
training data ( Bernstein et al., 2018 ). While both kinds of prob-
lems can make a major contribution to bias in machine learn-
ing the first is a matter of established development processes
and needs to be refined and improved through experiments
and experience while the latter can be mathematically ad-
dressed and therefore optimized. What both kind of problems
do not address, however, is the question of how to actually de-
fine bias. If algorithm-based decision making shall be widely
put into practice it is necessary to shift the focus to the defini-
tion and assessment of algorithmic bias ( Guggenberger, 2019 ).
What distribution of results can be deemed discriminatory? It
is in trying to answer this question that the idea of using fair-
ness measures is brought up. Since there are over 20 fairness
11 Compare Art. 2 (1) lit. b Equal Treatment Directive. 
12 See Philip Scholz, in Simitis et al. (2019) to Art. 22 GDPR, recital 

3. 

 

 

 

 

measures ( Verma and Rubin, 2018 ) and the discussion about
which fairness measures should be used under which circum-
stances is still in its infancy ( Friedler et al., 2019; Hutchinson
and Mitchell, 2019 ), the logical follow-up question must then
be, if and how different fairness measures can be integrated
into existing legislation. 

The technical component of most algorithmic decision
making systems is a classification model. Assume that 40 peo-
ple apply for a vacant position, 10 women and 30 men. A clas-
sification model is to decide which of the 40 people are in-
vited to an interview and which are not. The ”input” of this
model, i.e. the basis on which decisions are to be made, is the
collection of characteristics of each applicant that have been
converted into numbers (this is referred to as operationaliza-
tion). The ”output” of the model is a recommendation whether
a person corresponding to the input should be invited or not.
The classification is based on a statistical analysis of historical
data, this historical data is called ”ground truth”. Since there
are only two classes ”will be invited to the interview” and ”will
not be invited to the interview”, this is a binary classification.

In the context of binary classification, fairness measures
now consider one class to be the desired outcome for an in-
dividual (called the positive class, e.g. being considered for an
interview) and the other class to be the undesired outcome
for an individual (called the negative class, e.g. being declined
without getting an interview). 

Consider a classification problem for which { A 1 ,..., A m 

}
are sensitive attributes (e.g. gender or religious belief),
against which discrimination is unlawful according to anti-
discrimination legislation, and { X 1 , ..., X n } are the remaining
attributes. In addition, let Y be the target output (depending
on the specific problem either the actual, real-world output or
the desired output) and R the system output. To simplify the
problem, we decided to focus only on a binary classification
R = { 0 ; 1 } (e.g. gets a hiring recommendation or not) where
each feature is only one bit (e.g., is male or not). Also without
loss of generality, we assume that there is only one sensitive
attribute A which only has two possible values a 1 and a 2 . A
schematic overview of such a classifier is shown in Fig. 1 . 

An intuitive definition of fair algorithmic decision-making
is fairness by unawareness. In this definition, a system is con-
sidered fair if it does not use sensitive attributes (i.e. sensitive
attributes are not entered into the system for prediction). It
is important to know that fairness cannot be guaranteed by
not using sensitive attributes, since in many real-world appli-
cations other characteristics of data are correlated with the
sensitive attributes ( Barocas et al., 2019 ). Therefore it is abso-
lutely necessary that the information about such attributes is
available in order to be able to assess fairness, regardless of
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hether the values are (may be) relevant in the decision mak- 
ng process by the model or not. 

Since there are too many fairness measures to discuss all of 
hem, we limit the perspective to categories of fairness mea- 
ures, within which the discussion would be very similar due 
o their matching notion of fairness and compare few example 
airness measures for each group with each other. 

1. Group fairness not based on a ground truth: 
In this setting, we assume that we know which of the 
job candidates have which protected feature, but we do 
not know the “ground truth”, i.e., who would be among 
the best candidates. Under this condition, group fairness 
measures whether groups were treated equally. It can- 
not take into account whether the groups were equal 
from the start, but only whether they were treated the 
same. So, these measures could be applied to gender, and 

then evaluate whether both groups as such were treated 

equally. However, if one of the groups were inherently bet- 
ter than the other, it would disregard this information.
Fairness measures not based on a ground truth simply 
rely on a ”fair” distribution of predictions. Therefore, in 

some way, they must propagate an (e.g., political) goal, as 
they are always posing quotas that are not reflected in 

the data set itself. In the scope of this paper we focus on 

Independence (also known as statistical parity , and demo- 
graphic parity ) and Conditional independence (also known 

as conditional demographic parity and conditional statistical 
parity ( Corbett-Davies et al., 2017 )) for this group of fairness 
measures ( Barocas et al., 2019; Hutchinson and Mitchell,
2019 ). Even though the terms partially match in their ex- 
pression both measures can lead to hugely different result 
distributions that justify a separate discussion (see chapter 
3.1 and 3.2 ). 

2. Group fairness based on a ground truth: 
Some fairness measures base their computation on a so- 
called ground truth, which is constructed e.g. by collect- 
ing historical data and considered as a reflection of the 
real world. This inevitably means that historical bias and 

stereotypes that already exist in today’s society influence 
the decision without reflecting on modern calls for more 
equality for protected groups. For this category we focus 
on the fairness measures Separation (as a general term 

for equalized odds, equalized opportunity and conditional pro- 
cedure accuracy ) and Sufficiency (also known as conditional 
use accuracy, predictive parity , and calibration ( Berk et al.,
2018; Chouldechova, 2017 ) 13 ), due to their different notion 

of fairness ( Barocas et al., 2019; Hutchinson and Mitchell,
2019 ). While Separation regards the relation of individuals 
from both, positive and negative class, in the same group,
Sufficiency only considers an equal distribution between 

individuals from the positive class of different protected 

groups (see chapter 3.3 and 3.4 ). The different notions can 

lead to severely different outcomes. 
3. Individual fairness: 

In contrast, Individual fairness generally means that ev- 
ery individual is treated based on its actual merits, mean- 
13 Chouldechova mentions, that the terms Separation and Calibra- 
ion are only equal in case of binary decisions. 

t
a
c

ing that the treatment of different groups can greatly dif- 
fer. The idea of the actual fairness measure lies in forming 
a distance measure that operationalizes the proximity of 
single individuals’ data points in the data set. Since all In- 
dividual fairness measures are alike in all their relevant 
characteristics for the further examination (in particular,
they are based on a distance measure and do not require 
a ground truth) the analysis can be applied to any individ- 
ual fairness measure (see chapter 3.5 ). Individual fairness 
measures and group fairness measures collide with each 

other, both cannot be accomplished to full extent at the 
same time. 

4. Counterfactual fairness: 
There are few fairness measures that do not fit in any 
of those groups. Unlike the fairness measures mentioned 

above, Counterfactual fairness is based on sociopolitical 
assumptions instead of operationalizable mathematical 
functions (see chapter 3.6 ). Some researchers argue that 
measures which are based purely on probabilistic indepen- 
dence cannot sufficiently consider social biases and are 
unable to address how unfairness is occurring in the task 
at hand ( Kilbertus et al., 2017; Kusner et al., 2017 ). 

While for independence, separation, and sufficiency other 
erms can be found as well, we decided to reference the terms 
sed by Barocas et al. (2019) as it addresses the problem 

f multiple names for the same concepts. The names are 
sed in other recent publications as well ( Hutchinson and 

itchell, 2019 ). There are also fairness measures that explic- 
tly evaluate a ranking (e.g. Beutel et al., 2019; Singh and 

oachims, 2018 ), which can also be used in hiring decisions.
owever, since any ranking can be mapped to a binary de- 
ision by setting a threshold, these are not additionally dis- 
ussed below. 

.1. Independence 

ne of the most common mathematical definitions of fair- 
ess is the definition of independence. According to Indepen- 
ence , the system output must be independent of sensitive 
ttributes ( Dwork et al., 2012 ). The probability that a data in-
tance is predicted by the system to be in the positive class 
hould be the same for the different groups identified by the 
ensitive attributes. 

r { R = 1 | A = a 1 } = Pr { R = 1 | A = a 2 } 

To better understand this definition, consider another ex- 
mple of a job hiring system. Imagine that 40 people applied 

or the job, including 10 women and 30 men. Among them,
0% of men and 30% of women are actually qualified for the 
ob. 

r 
{
R = acce pted | A = woman 

} = Pr 
{
R = acce pted | A = man 

}

f the system accepts the same percentage of men as women 

o be invited for interview, it is considered fair. Fig. 2 shows 
n illustrating example of a job hiring system in which the 
ondition of Independence is satisfied. 
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Fig. 2 – Example of a job hiring system that is fair according 
to the definition of Independence . Green individuals are 
actually qualified for the job and people with blue badges 
are accepted for the job by the system. The probability of 
acceptance of a person is independent of their gender and 

is 40%. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

14 See appendix 
15 See appendix 
It should be noted that the percentage of qualified persons
in the men and women group is not the same, which may re-
sult in some qualified men who are not accepted for the job
or some women who are not being qualified enough and still
get accepted for the job even though the fairness measure is
fulfilled. Therefore, this definition of fairness may not be ap-
propriate in certain social situations. In some cases though, it
may be a good choice, for example, if ones goal is to achieve an
equal number of men and women at a job. On the contrary, for
most application cases the qualification of an applicant will
be one of the decisive factors, if not the only. In these cases
Independence is no proper definition of fairness. 

3.2. Conditional independence 

Conditional Independence is another definition of fairness
which refers to the equal probability of assigning instances to
the positive class for a part of both groups which are similar
in some other attributes X. 

Pr 
{ 
R = 1 | A = a 1 , X i = x i , . . . , X j = x j 

} 

= Pr 
{ 
R = 1 | A = a 2 , X i = x i , . . . , X j = x j 

} 

For example, for the job hiring system, we can consider a cer-
tain threshold of university GPA (Grade Point Average) as the
conditional attribute. Then, the system is fair if the ratio of
the accepted persons from those applicants who surpass the
threshold GPA value is the same for both groups. Assume 1.000
applicants applied for a job, 400 women and 600 men. From
them, 104 persons are accepted by the system, 32 women, 72
men. Assume 60% of men and 40% of women surpass the GPA
threshold. If 72 from the 360 men who have good GPAs (20%)
are accepted for the job, and 32 from the 160 women who have
good grades (20%) are accepted for the job, the system satis-
fies: 

Pr 
{
R = Acce pt | A = man , GPA = good 

}

= Pr 
{
R = Acce pt | A = woman , GPA = good 

}

If this condition is also satisfied for all possible values of
GPA, the system is fair based on Conditional Independence . 

This means that if the applicants are divided based on the
different values of GPA, then a system is fair if the proportion
of the accepted people for women and men within one GPA
group is the same. In other words, a male and a female with
the same GPA have the same chance of being accepted for the
job. 

One challenge is that if the conditional attribute is not bi-
nary or even worse continuous, the number of people who fall
in each group may be very low, so that it may be hard to satisfy
this fairness criterion. Generally, it is possible to discretize it
by dividing the range into two or more intervals and to check
whether the conditional probability equation holds for all dis-
crete values. For example instead of checking GPA values as
4.0, 3.7, 3.3, 3.0, 2.7, 2.3, 2.0, 1.7, 1.3, 1.0 for Conditional Inde-
pendence only two values like good and bad can be consid-
ered. 

3.3. Separation 

Separation is satisfied, if the system output (prediction) is in-
dependent of the sensitive attribute, provided that the desired
output is known ( Berk et al., 2018; Hardt et al., 2016 ). An ADM
system is considered fair according to Separation if the follow-
ing two conditions are met: 

1. The probability that an instance is assigned to the posi-
tive class under the condition that the instance actually
belongs to the positive class should be the same for both
groups. This implies equal true-positive rates 14 for the
groups. 

Pr { R = + | Y = + , A = a 1 } = Pr { R = + | Y = + , A = a 2 } 

2. The probability that an instance is assigned to the posi-
tive class under the condition that the instance actually
belongs to the negative class should be the same for both
groups. This implies equal false-positive rates 15 for the
groups. 

Pr { R = + | Y = −, A = a 1 } = Pr { R = + | Y = −, A = a 2 } 

Mapped onto an AI based job hiring system this means the
first equation is fulfilled if the chance of accepting individu-
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Fig. 3 – Example of a job hiring system which is fair based 

on the definition of Separation . Green individuals are 
actually qualified for the job and people with blue badges 
are accepted for the job by the system. The probability of 
acceptance for any person who is really qualified is 
independent of their gender and is 66%. Moreover, the 
probability of acceptance for any person who is actually not 
qualified is independent of their gender and is 0%. (For 
interpretation of the references to color in this figure legend, 
the reader is referred to the web version of this article.) 
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16 See appendix 
17 See appendix 
ls who are actually qualified for the job is the same for both 

roups. 

r { R = Accept| Y = quali f ied, A = woman } 
= Pr { R = Accept| Y = quali f ied, A = man } 

The second equation is fulfilled if the chance of accepting 
ndividuals who are actually not qualified for the job is the 
ame for both groups as well. 

r 
{
R = Acce pt | Y = unqu alif ied , A = woman 

}

= Pr 
{
R = Acce pt | Y = unqu alif ied , A = man 

}

Fig. 3 shows an illustrating example of a job hiring system 

n which both conditions of Separation are satisfied. 
Note that, although in this example the formulas of fair- 

ess are similar for Separation and Conditional Indepen- 
ence , they refer to different notions. The condition part in 

onditional Independence is regarding some feature or char- 
cteristic of the applicants (e.g., GPA). However, in Separation ,
he condition is on the desired label (ground truth). Hence, for 
he job hiring example, to compute Separation one needs to 
now the correct decision for each person ( Y), i.e., whether a 
erson is actually qualified (here, by being qualified, we mean 

hat the correct decision for him/her is ”to be accepted for the 
ob”). Conditional Independence does not use Y or any desired 

utput and only considers the features of applicants. 
Separation promotes both equal bias and equal accuracy in 

ll demographic groups and thus discriminates in models that 
erform well only on the majority ( Hardt et al., 2016 ). There-
ore the measure helps to further strengthen existing bias in 

he data set (the ground truth). 
Considering the explanation of McNarma et al. this per- 

pective makes sense: [... ] an algorithm that reflects this dif- 
erence is not ’unfair’ but is rather a reflection of real underlying 
ifferences. [... ] surely we would not want to label ’unfair’ a pre-
iction algorithm which is perfectly accurate! The job of the algo- 
ithm is to predict the world as it is; changing the world is out of
cope ( McNamara, 2019 ). If the results were to be differentiated 

etween groups, there would be a risk of discrimination in sit- 
ations where the data collection process systematically dis- 
riminates against a group ( Barocas and Selbst, 2016 , p.695ff).
owever, the gap between two groups will tend to be enlarged 

ver time if the measure is based on a ground truth that may
e heavily biased or incomplete. The question of whether and 

hen positive discrimination should be used to reduce in- 
quality is one of the central issues in legal debates. 

.4. Sufficiency 

ufficiency is another fairness criterion, which considers a 
round truth. Based on this definition of fairness, an ADM sys- 
em is fair, if the desired output is conditionally independent 
f the sensitive attribute, given the system output. 

For a binary classifier, this criterion can be formally ex- 
ressed by the following two conditions: 

1. The probability that an instance belongs to the positive 
class on the condition that it is assigned to the positive 
class should be the same for both groups. This implies 
equal precision 

16 for the groups. 

Pr { Y = + | R = + , A = a 1 } = Pr { Y = + | R = + , A = a 2 } 

2. The probability that an instance belongs to the positive 
class on the condition that it is assigned to the negative 
class should be the same for both groups. This implies an 

equal false omission rate 17 (FOR) for the groups. 

Pr { Y = + | R = −, A = a 1 } = Pr { Y = + | R = −, A = a 2 } 

Mapped onto an AI based job hiring system this means the 
rst equation is fulfilled if the percentage of actually qualified 

ndividuals for the job among those accepted by the system is 
he same for both groups. 

r 
{
Y = qual ified | R = acce pted , A = woman 

}

= Pr 
{
Y = qual ified | R = acce pted , A = man 

}

The second equation is fulfilled if the percentage of actu- 
lly qualified individuals for the job among those not accepted 
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Fig. 4 – Example of a job hiring system which is fair based 

on the definition of Sufficiency . Green individuals are 
actually qualified for the job and people with blue badges 
are accepted for the job by the system. The probability of 
being actually qualified for any individual who is accepted 

for the job is the same for both groups and it is equal to 

75%. Moreover, the probability of being actually qualified for 
any individual who is rejected for the job is the same for 
both groups and it is equal to 0%. (For interpretation of the 
references to color in this figure legend, the reader is 
referred to the web version of this article.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 – Individual fairness. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

by the system is the same for both groups. 

Pr 
{
Y = qual ified | R = reje cted , A = woman 

}

= Pr 
{
Y = qual ified | R = reje cted , A = man 

}

Fig. 4 shows an illustrating example of a job hiring system
in which both conditions of Sufficiency are satisfied. 

At first glance, the idea behind Sufficiency to move to-
wards equal error rates embodies the fundamental principle
of equal treatment. However, the mathematical formula be-
hind Sufficiency allows the false-positive rates to diverge be-
tween groups, which can have a severe impact and makes this
fairness measure highly debatable. 

Except in degenerated cases, the fairness measures Inde-
pendence, Separation and Sufficiency are mutually exclusive
( Barocas et al., 2019 ). 

3.5. Individual fairness 

Based on Individual fairness , a system is considered fair if
the outputs of the system are similar for similar individu-
als ( Dwork et al., 2012 ). This definition needs to consider a
distance measure between individuals and a distance mea-
sure for identifying the similarity between system outputs. In
other words, an ADM system is considered fair according to
Individual fairness if the following condition is met: 

D (O (I i ) , O (I j )) < d(I i , I j ) 

Where d is the distance measure between two individuals
and D is the distance measure between the outputs O of the
system for any two individuals I see Fig. 5 . 

3.6. Counterfactual fairness 

A system satisfies the counterfactual fairness criterion, if the
system output R (its probability distribution) for any member
of a group (i.e., race, gender, sexual orientation), is the same
as when he or she is from a different group. To check this cri-
terion causal relationships between attributes, expressed by
the structural equations, can be depicted by a causal graph. By
assuming such a causal graph between the attributes, a sys-
tem is counterfactually fair if the following condition is satis-
fied ( Kusner et al., 2017 ): 

Pr 
(
R A ← a 1 = r 

∣∣X = x, A = a 2 
) = Pr 

(
R A ← a 2 = r 

∣∣X = x, A = a 2 
)

where R A ← a 2 is the actual prediction and R A ← a 1 is the coun-
terfactual prediction, by the imagination that A = a 1 (while
actually A = a 2 is true). X represents the other variables in the
causal graph. 

In the causal graph the nodes denote the attributes
and edges represent the causal relationships between them.
Mapped onto the job hiring system, the chance that a woman
with the profile { X 1 = x 1 , . . . , X n = x n } gets accepted for the job
is Pr { R A ← woman = Accept| A = woman, X 1 = x 1 , . . . , X n = x n } . If
attribute A is changed to man in the causal graph, the value of
some attributes might change as well according to their causal
relations in the graph, while some others remain fixed. The
chance that this counterfactual pair is accepted for the job is
Pr { R A ← man = Accept| A = woman, X 1 = x 1 , . . . , X n = x n } . When
both probabilities are the same the system is considered coun-
terfactually fair. 
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Fig. 6 – Example of a simple causal graph for a job hiring 
system. 
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Counterfactual fairness can be further explained by the fol- 
owing illustrative example. Fig. 6 depicts a simplified exam- 
le of a causal graph for a job hiring system. The example 
as been inspired by the example of Kusner et al. (2017) and 

dapted according to an example from Makhlouf et al. (2020) .
he directed edges show the causal relationships between 

he attributes. Here, two observable variables are considered,
he gender and the average of university grades. Moreover, in 

his graph, two hidden or latent variables are considered, the 
nowledge (K) and Being Diligent (D). These variables are not de- 
endent on any observable attributes. 

Based on this causal graph, the output qualification score (Y) 
epends on the observable attribute average of the university 
rades (GPA) , and the hidden or latent attribute being diligent 
 D ) indicating how much an applicant is diligent. Moreover, the 
ttribute GPA depends on the observable sensitive attribute A 

hich depicts the gender and a hidden attribute knowledge K
hat represents how much knowledge the applicant has. This 
ausal graph can be specified by two equations as follows.

PA = α1 · A + α2 · K 

 = β1 · GPA + β2 · D 

In practice the coefficients can be learned from the data by 
efining an arbitrary joint probability distribution for all latent 
ariables. A specific distribution for the hidden variables is as- 
umed, based on which the coefficients of the causal model 
re learned in a way that leads to the best possible fitting 
o the data for example by the maximum likelihood method,
hough there are some additional approaches. To find a fit- 
ing causal model enough data from all sensitive groups is 
equired. For further explanation the coefficients are set to 

1 = 0 . 2 , α2 = 0 . 8 , β1 = 0 . 4 and β2 = 0 . 6 . 
Considering the causal model, the male applicant Bob 

 A Bob = 1 ), has a normalized GPA of 0.75 ( GPA 

Bob = 0 . 75 ), where
PA = { x | x ∈ [0 , 1] , x ∈ Q } . The predicted qualification score Y

or Bob given by the system is equal to 0.7 ( Y 

Bob = 0 . 7 ). 
To check for Counterfactual Fairness now Bobs qualifica- 

ion score has to be computed under the assumption that 
is gender is female ( A 

Bob = 0 ) including all causal conse- 
uences on the other attributes as depicted by the causal 
raph. At first, the corresponding value of the latent attribute 
should be computed using the known information ( A 

Bob = 1 ,
PA 

Bob = 0 . 75 , Y 

Bob 
A ← 0 = 0 . 7 ). To find K 

Bob and D 

Bob the structural
quations can be used as follows: 

K 

Bob = 

GPA 

Bob − α1 · A 

Bob 

α2 
= 

0 . 75 − 0 . 2 · 1 
0 . 8 

= 0 . 69 

 

Bob = 

Y 

Bob − β1 · GPA 

Bob 

β2 
= 

0 . 7 − 0 . 4 · 0 . 75 
0 . 6 

= 0 . 67 

For comparison with the counterfactual entity, the sensi- 
ive attribute A is set to zero, assuming that Bob is female. The
ther variables are updated according to the structural equa- 
ions. 

PA 

Bob 
A ← 0 = α1 · 0 + α2 · K 

Bob = 0 . 2 · 0 + 0 . 8 · 0 . 69 = 0 . 55 

Now the output R 

Bob 
A ← 0 of the actual model is computed for 

he counterfactual pair as well. To assess Counterfactual Fair- 
ess of a model, the predicted outputs need to be the same in

he actual and counterfactual worlds for every possible indi- 
idual. Since this criterion is extremely hard to fulfill, Russel 
t al. propose to compare the distribution of the actual and the 
ounterfactual data by applying a loss function which must 
ot exceed a certain threshold (therefore called approximate 
ounterfactual fairness ( Russell et al., 2017 )) to be specified e.g.
y a regulating instance. 

The main challenge of Counterfactual Fairness in real- 
orld systems is the construction of the causal graph. A com- 
on procedure is to look at several causal graphs, then fit 

hem to the data (calculate the coefficients) and select the one 
hat seems to be best fitted ( Kusner et al., 2017 ). When creat-
ng causal models, strong assumptions are usually made, es- 
ecially in the context of counterfactual claims ( Dawid, 2000 ).
oreover, counterfactual assumptions such as structural 

quations are generally not falsifiable, even when there are 
dditional test data for comparison. This is because there are 
any structural equations that are compatible with the same 

bservable distribution ( Pearl, 2000 ). Therefore, these causal 
odels should be developed by domain experts to the best 

f their knowledge. In addition, such models should be con- 
idered to be temporal and should be updated repeatedly if 
ew data contains information that contradict the currently 
dopted model ( Kusner et al., 2017 ). 

. Legal perspective 

here is no clear answer to what equality actually means or 
hen it is accomplished. The term ”fairness” seems to be 

onnected to the notion of equality in demanding that peo- 
le of all different kinds are either treated equally or dis- 
ributed equally in a decision output set or some mix of both.
he term fairness implies both, equality and freedom rights,

or individuals as well as for groups. It connects the differ- 
nt social layers of individuality and personality on the one 
and and group behavior and treatment on the other. To date,

here has been no legal definition of fairness beyond individ- 
al decisions of jurisdiction ( Wachter, Mittelstadt, & Russell ,
.5). This is mainly due to the process-oriented assessment of 
quality. With the upcoming algorithm-based decision mak- 
ng though, it will be essential to find a clear specification of 
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fairness as the assessment will no longer work on a process
level. Rather, there will be a decisive shift to a result-based
assessment ( Guggenberger, 2019 ). It is therefore of utmost im-
portance to analyze, whether and how the fairness measures
presented in this paper comply with EU anti-discrimination
legislation. 

4.1. Relevant legislation 

Before the integration of fairness measures into existing anti-
discrimination legislation is examined, the relevant legisla-
tion for said fairness measures in algorithm based decisions
must be specified. 

This poses a problem as many different legal acts influence
each other in this domain. On a German constitutional level
there is Art. 3 Section 3 Basic Law 

18 (BL) that especially pro-
hibits any discrimination based on sex, parentage, race, lan-
guage, homeland and origin, faith, religious or political opin-
ions and disability. In principle it is the Basic Law that is stand-
ing on top of all other German laws and that all other laws
must comply with. However, according to Art. 23 BL in com-
bination with Art. 4 sec 3 Treaty on the European Union (TEU)
and based on a judgment of the European Court of Justice (ECJ),
all legislation of the European Union, primary as well as sec-
ondary law, enjoys primacy of application, even to constitu-
tional law.19 As such, European Law prevails over Art. 3 BL. 

Crucial for the domain of anti-discrimination are therefore
Art. 21 of the Charter of Fundamental Rights of the European
Union (EU CFR), Art. 19 and 157 sec 4 TFEU and especially the
four Directives 2000/43/EC,20 2000/78/EC,21 2004/113/EC 

22 and
2006/54/EC.23 The German lawmaker has implemented the di-
rectives by enacting the General Equal Treatment Act (GET) 24 .
It prohibits discrimination between private subjects based on
the protected features of race or ethnic origin, gender, religion
or belief, disability, age or sexual orientation. 

The General Equal Treatment Act as the German imple-
mentation of EU anti-discrimination law thus represents the
most important legislative act in anti-discrimination legisla-
tion in Germany, especially due to its direct effect on private
subjects. Unlike the different directives named above, the GET
constitutes a comprehensive anti-discrimination law that ap-
plies to a broad field of cases. As it is further a direct imple-
18 In Germany called Grundgesetz 
19 CASE C-6/64 Costa v E.N.E.L. EU:C:1964:66 [1964] ECR- I00585; 

see instead of many Zuleeg, Das Recht der Europäischen Gemein- 
schaften im innerstaatlichen Bereich, pp. 136; Streinz, Euro- 
parecht, Notice 220; Beljin, EuR 2002, 351 (353). 
20 Directive 2000/43/EC of 29 June 2000 implementing the princi- 

ple of equal treatment between persons irrespective of racial or 
ethnic origin, L 180/22, 19/07/2000. 
21 Directive 2000/78/EC of 27 November 2000 establishing a gen- 

eral framework for equal treatment in employment and occupa- 
tion, L 303/16, 02/12/2000. 
22 Directive 2004/113/EC of 13 December 2004 implementing the 

principle of equal treatment between men and women in the ac- 
cess to and supply of goods and services; L 373/37, 21/12/2004. 
23 Directive 2006/54/EC on the implementation of the principle of 

equal opportunities and equal treatment of men and women in 

matters of employment and occupation, L 204/23, 26/7/2006. 
24 In Germany called Allgemeines Gleichbehandlungsgesetz , 2016-08- 

14 (Federal Law Gazette I, page 1897) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

mentation of EU law and its provisions, it must be construed
in light of and in conformity with EU primary and secondary
law. This paper will thus treat the question of the integration
of fairness measures into anti-discrimination law on the basis
of the German General Equal Treatment Act. In doing so, the
act must, as stated, at all times be construed in the light of EU
primary and secondary law and is therefore representative of
the directives’ and EU CFR, TFEU and TEU’s content. 

4.2. What fairness measures are applicable to the GET? 

The GET explicitly lists HR scenarios of hiring or promotion in-
side its scope pursuant to Section 2 (1) No. 1 and 2 GET. Accord-
ing to Section 7 (1) GET, employees shall not be permitted to
suffer discrimination on any of the grounds named above. Sec-
tion (1) sentence 2 GET states that job applicants shall also be
considered ǣemployees ǥ. The decisive question thus is what
is understood as discrimination under the GET. Section 3 GET
contains several definitions of discrimination. However, the
definitions in Section 3 (3–5) GET referring to ǣharassment ǥ re-
quire a conduct 25 and thus a human behavior. They are there-
fore irrelevant for algorithmic decision making. 

Instead, the focus for algorithmic decision making lies on
the first two paragraphs that define direct and indirect dis-
crimination. Direct discrimination is presumed when one per-
son is treated less favorably than another is, has been or would
be in a comparable situation on any of the grounds named
above. In contrast, indirect discrimination is presumed when
an apparently neutral provision, criterion or practice would
put persons at a particular disadvantage compared with other
persons on any of the grounds named above, unless that provi-
sion, criterion or practice is objectively justified by a legitimate
aim and the means of achieving that aim are appropriate and
necessary. 

Unlike the so called direct discrimination in paragraph 1,
indirect discrimination can be inherently justified, so that it
can no longer be regarded as discrimination in the sense of
the GET. 

As shown before, the difference between direct and indi-
rect discrimination relies on a process-oriented assessment
that looks at the actual decision process and can no longer be
upheld for algorithmic decision making. It is therefore neces-
sary to find a unified definition of discrimination that does not
differentiate between direct and indirect discrimination. This
unified definition must be based on the common properties of
both direct and indirect discrimination. The common ground
between the two forms of discrimination is that in both cases
a person is treated less favorably than another is, has been
or would be treated in a comparable situation on any of the
grounds stated in Section 1 GET. 

How such a unified definition complies with the GET and
the underlying directives remains unclear to this date. It is un-
likely that such a definition can be simply derived from the
GETs or the underlying directives text. Even when factoring
in the primary EU law of EU CFR and TFEU, it is doubtful that
they allow for such a wide interpretation. It will therefore in-
deed be necessary to establish a new discrimination term in
25 See Alex Baumgärtner, in Looschelders (2020) to Section 3 GET, 
recital 110. 
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he EU directives to adapt to the new situation of algorithmic 
ecision making. 

Since the development of such a term remains at least 
artly a political decision ( Wong, 2019 ), it exceeds the scope of 
his paper. Nevertheless, as the new term is intended to unify 
he common features of both direct and indirect discrimina- 
ion, different fairness measures and their respective charac- 
eristics can be considered in the context of the term of less 
avorable treatment from a legal perspective. 

The GET follows the idea of defining discrimination by 
omparing a potentially discriminated person with a legiti- 
ate comparator group. The comparator group is determined 

ased on the reach or scope of the respective algorithmic de- 
ision. For example, there is no sense in comparing the treat- 
ent of a person in Germany with the treatment of persons 

n China, when the reach of the algorithmic decision appar- 
ntly is Germany-wide and not global. A thorough discussion 

bout the problems of defining a legitimate comparator group 

or global reach has already been performed by Wachter, Mit- 
elstadt, & Russell , p.12). 

Having determined a legitimate comparator group, an ac- 
ual, former or hypothetical less favorable treatment of the 
otentially discriminated person compared to the compara- 
or group must be identified. It is this requirement where 
airness measures can be integrated into the assessment.
he GET and the respective directives that it implements 
o not state what a less favorable treatment encompasses.
his is surprising as a statistical definition of unequal treat- 
ent is inevitable to establish indirect discrimination where 

 direct causality between conduct and discrimination can- 
ot be proven. It is made even more evident when one re- 
ards the fact that indirect discrimination is built upon the 
dea of disparate impact in US anti discrimination law that 
irectly looks at a statistical distribution 

26 (Zuiderveen Bor- 
esius, 2019, p.9) (FBA, 2011, pp.178) . However, judges have 
ather preferred to reason directly about influences using a 

ixture of common sense and direct reasoning about the im- 
act of contested rules (Wachter, Mittelstadt, & Russell) . In 

ddition, various fairness measures have been applied incon- 
istently across member states to assess indirect discrimina- 
ion (Wachter, Mittelstadt, & Russell) . 

Still, the ECJ has seen the need to find a statistical measure 
or indirect discrimination and in consequence stated that 
ndirect discrimination (between men and women) is given 

hen a seemingly neutral rule puts considerably more work- 
rs of one sex at a disadvantage than the other.27 This mea- 
26 US Supreme Court, Griggs v. Duke Power Co., 401 U.S. 424 (1971), 
. 431 and ”Uniform guidelines on employee selection proce- 
ures”: http://www.uniformguidelines.com/uniform-guidelines. 
tml#18 (last accessed 28/08/2020) 

27 CASE C-363/12, Z. v A Government department and The Board 
f management of a community school , EU:C:2014:159 [2014] ECR- 
159, paragraph 53; CASE C-1/95 Hellen Gerster v Freistaat Bayern 
U:C:1997:452 [1997] ECR- I05253, paragraph 30, 35; CASE C-123/10 
altraud Brachner v Pensionsversicherungsanstalt EU:C:2011:675 

2011] ECR- I10003, paragraph 56; CASE C-7/12 Nade ʾda Rie ʾniece 
 Zemkopbas ministrija and Lauku atbalsta dienests EU:C:2013:410 
2013], paragraph 39; CASE C-527/13 Lourdes Cachaldora Fernández 
 Instituto Nacional de la Seguridad Social (INSS) and Tesorería Gen- 
ral de la Seguridad Social (TGSS) EU:C:2015:215[2015], paragraph 28; 
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ure is called negative dominance by Wachter et al. and requires 
 two step assessment: (1) the majority of the disadvantaged 

roup, meaning the group of people for which the respective 
orm or process has a negative consequence, belongs to a pro- 

ected class (in the sense of Section 1 GET), and (2) at the same
ime only a minority of the protected class is part of the ad-
antaged group (Wachter, Mittelstadt, & Russell) . 

Yet, this statistical measure is in no way further legitimized 

y the ECJ. The ECJ has simply adopted this specific fairness 
easure without considering other fairness measures, espe- 

ially those based on a ground truth such as for example Sepa- 
ation . Still, it is not clear whether the standard adopted by the
CJ is the best or the only standard applicable in, or compliant 
ith, anti-discrimination law. As shown, several fairness mea- 

ures are mutually exclusive which gives even more reason 

o analyze the possible integration and implications of other 
airness measures than the ECJs into the GET and into anti- 
iscrimination law. 

The analysis of fairness measures shows that fairness is 
lways linked to comparison. EU anti-discrimination law al- 
ows the potentially discriminated person to – in addition to 
eferring to a current treatment – prove a discrimination by 
laiming a less favorable treatment in comparison with a for- 
er or hypothetical treatment. This means that an employer 
ho has to decide on hiring two identical people for a job and
ecided to hire one of them in the past, but did not hire the
ther one now has to justify this decision in front of the court.

For algorithmic decision making, however, this comparison 

ith historical decisions is only possible to a limited extent.
 comparison between individuals can only be performed by 
omparing the differences of their relations to the respective 
ata set they are part of Guggenberger (2019) . Machine learn- 

ng models are trained with training data sets with which the 
odel learns its prediction. The trained model is then mak- 

ng predictions for new data without being trained anymore.
s such, the decision process is defined by the structure of 

he training set and the conditions set for the model during 
raining. This means that a discrimination of a person can- 
ot be based on a differing individual opinion or preference 

n the past, because the machine learning model always de- 
ides based on a determined algorithm that has been devel- 
ped from a certain training data set.28 Therefore, the idea 
f comparing hypothetical and former treatments in anti dis- 
rimination law has to be partly reconceived. 
ASE C-385/11 Isabel Elbal Moreno v Instituto Nacional de la Seguri- 
ad Social (INSS) and Tesorería General de la Seguridad Social (TGSS) 
U:C:2012:746 [2012], paragraph 29; CASE C-256/01 Debra Allonby 
 Accrington & Rossendale College, Education Lecturing Services, trading 
s Protocol Professional and Secretary of State for Education and Employ- 
ent. EU:C:2004:18 [2004] ECR- I00873, paragraph 79; CASE C83/14 

CHEZ RazpredelenieBulgaria” AD v Komisia za zashtita ot diskriminat- 
ia EU:C:2015:480 [2015], paragraph 101; CASE C-161/18 Violeta Villar 
áiz v Instituto Nacional de la Seguridad Social (INSS) and Tesorería Gen- 
ral dela Seguridad Social (TGSS) EU:C:2019:382 [2019] paragraph 38 
eq.; CASE C-300/06 Ursula Voß v Land Berlin EU:C:2007:757 [2007] 
CR-I10573, paragraph 42. 

28 The typical idea in anti-discrimination law of altering individ- 
al preferences can only be established by training a model with 

ew data which leads to a change of their decision processes. 

http://www.uniformguidelines.com/uniform-guidelines.html#18
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In case of algorithmic decision making, investigating ac-
cusations of unequal treatment means investigating statisti-
cal values that depend on the respective data set. Even when
considering Individual Fairness the definition of what can be
considered a high similarity depends on the similarity to other
entities in the data set. 

The strong dependence on statistical analysis shows the
necessity of a legal discussion of possible fairness measures
for algorithmic decision making. These fairness measures de-
fine whether an alleged discrimination is given or not. A dis-
cussion which fairness measure can be legally compliant in
which scenario is therefore inevitable. 

4.3. Compliance of fairness measures 

Which fairness measures are able to inversely define the term
less favorable treatment in conformity with the GET remains un-
clear. Several fairness measures could be applicable. There is
however, a decisive constraint: the fairness measures must
comply with the GET, the underlying directives and foremost
with EU primary law, especially the EU CFR. 

The following analysis of the different fairness measures
will only look at a scenario of a binary prediction with a binary
protected feature for simplification. 

4.3.1. Independence 
Independence is maybe the most drastic of all fairness mea-
sures. Not based on ground truth it simply demands the same
distribution of prediction between the protected groups. As
long as this quota is fulfilled by the algorithm, the result distri-
bution is deemed fair. The fairness measure does not consider
the ground truth and by that, the statistically captured qualifi-
cation of the single individuals in the data set. This means that
a fix distribution goal is prioritized over the individual quali-
fication of people. If the most qualified applicants from one
group and random people from the other group are hired, In-
dependence can still be achieved. The fixed quota serves as a
means of affirmative action 

29 that tries to work against struc-
tural inequalities in the society, such as generally lower level
of education for people with darker skin ( Wexler, 2020 ). The
idea of affirmative action is well known to anti-discrimination
law. Above all Art. 23 EU CFR allows for “measures provid-
ing for specific advantages in favour of the under-represented
sex”. Based on that, Art. 157 sec 4 TFEU more specifically al-
lows for “measures providing for specific advantages in or-
der to make it easier for the underrepresented sex to pur-
sue a vocational activity or to prevent or compensate for dis-
advantages in professional careers”. In more general terms,
Section 5 GET furthermore allows for positive discrimination
to work against existing disadvantages due to a protected fea-
ture of a person. However, following a quota inside the dis-
crimination definition would mean a lot more than “specific
29 Affirmative actions mean policies or provisions that support 
groups of people that have been usually discriminated against in 

society. They often infer a preferential selection of people from 

protected groups to increase their share in the overall decision dis- 
tribution. A typical example are quotas for women in supervisory 
boards. 

 

 

 

measures” or a subsequent justification of said positive dis-
crimination. By making a quota an inherent part of the dis-
crimination definition, a situation of actual positive discrim-
ination and affirmative action would no longer be consid-
ered discrimination as the fairness measure of Independence
would not allow to establish a “less favorable treatment” if
the quota is met. Instead of presenting specific measures in
certain decision areas, affirmative action would become the
norm, not the exception. 

It is highly doubtful if such negligence of individual qualifi-
cation is still constitutional or compliant with primary EU law.
Art. 157 sec. 4 TFEU and Art. 23 EU CFR show that measures of
affirmative action are considered an exemption that requires
a special competence and are not supposed to be widely im-
plemented such as in a general discrimination term. Positive
discrimination shall only be a punctual measure. By stating
that the principle of equality shall not prevent adoption of af-
firmative measures, both Art. 23 EU CFR and Art. 157 sec. 4
TFEU imply that such measures do not establish a standard of
equality themselves but rather are an exception that the law
explicitly allows for. 

The reason why positive discrimination cannot be seen as
an equality standard lies in the liberal idea of equality of op-
portunity. Fixed quotas, which are not based on ground truth
are not suitable for giving everyone the same chances of suc-
cess, but rather ascertain the status of still being within a spe-
cific percentage that must be met ( Dwork et al., 2012; Hardt
et al., 2016 , p.7). EU law follows the aforementioned liberal idea
of equality of opportunity. The European primary law can be
seen as a contract between 28 member states whose consti-
tutional ideas and principles form the basis of the European
Union. A direct effect of this is Art. 6 (3) of the Treaty of the
European Union (TEU). According to this provision the funda-
mental rights granted in the individual member states’ consti-
tution form a part of primary EU law. The second article of the
German constitution states that every person has the right to
free development of their personality. Similar to that, the Dec-
laration of the Rights of Man and of the Citizen of 1793 30 that
forms a part of today France’s constitution states that every-
one is born and dies as a free man and with the same rights.
This shows that also the French constitution is founded on
the principle of individuality. Based on this principle of indi-
vidual freedom, a fundamental right of freedom is acknowl-
edged as a foundation of EU law despite no direct mention-
ing of it in the EU CFR ( Herresthal, 2014 , p.244). This funda-
mental freedom right together with the idea of the individual
freedom to develop one’s personality as it is directly stated in
the German constitution stems from the Kantian ideal of free-
dom that heavily influenced the occidental culture and under-
standing of the law. According to Kant, every person possesses
the primal right of freedom from which they can develop their
personality ( Kant, 1870 , p.237). This freedom right to develop
ones own personality, however, cannot comply with fixed quo-
tas as a measure of fairness. Quotas as fairness measures ex-
change individuality for a seemingly common goal, they limit
private autonomy to fulfill a social goal. The discussion on fair-
30 Archives parlementaires, first series, volume VIII, débats du 

26 août 1789, p. 489. https://gallica.bnf.fr/ark:/12148/bpt6k495230. 
image.f557.langFR (last accessed on 2020-08-11). 

https://gallica.bnf.fr/ark:/12148/bpt6k495230.image.f557.langFR
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31 Statista , Monatliches persönliches Nettoeinkommen im 

Jahr 2006 nach jeweiligem Migrationshintergrund, 30.06.2009, 
https://de.statista.com/statistik/daten/studie/150623/umfrage/ 
monatliches-persoenliches-einkom-men-nach-jeweiligem- 
migrationshintergrund/ (last accessed 25.04.2021). 
ess always relies on a trade-off between individuality and 

ommonality. As such, defining fairness only based on an un- 
erstanding of fixed quotas not based on ground truth is no 
ufficient compromise between individuality and commonal- 
ty but a one-sided emphasis on commonality. It violates the 
ight to develop ones own personality out of ones individual 
reedom that is inherent in EU primary right. 

This does not change with the ECJs fairness measure of neg- 
tive dominance . It is true that this fairness measure only looks 
t fixed distributions without regarding individual properties.
owever, it is very important to consider the context of this 

airness measure. While discrimination in algorithmic deci- 
ion making processes cannot be attributed to a neutral rule 
ut only to the input data set, the ECJ always dealt with cases 
here it knew the underlying neutral rule and could therefore 
nd justification for the less favorable treatment identified af- 
er having identified negative dominance. In non-AI decision 

ases, the ECJ has a powerful correction tool with the possi- 
ility to justify less favorable treatment with the neutral rule 
hat lies behind it. This process changes dramatically with the 
ntroduction of ADM systems. Without the possibility for the 
udge to analyze the underlying neutral rule and its purposes 
 justification is no longer possible. A less favorable treatment 
eans discrimination. As such, the situation must be distin- 

uished from the one described above. The measure of neg- 
tive dominance can no longer be held in the context of algo- 
ithmic decision making. Without the means of justification 

nside the discrimination term, the tool for the judge to guar- 
ntee justice in each individual case and by that to guarantee 
he development of each ones individual freedom is removed.
he negative dominance test that relies on the fairness idea 
f Independence is therefore insufficient for ADM systems. 

.3.2. Conditional independence 
he lack of consideration of individual rights could be solved 

y a broad modification of the Independence fairness mea- 
ure. In contrast to Independence , for Conditional indepen- 
ence some properties in the data set are defined as a condi- 
ion based on which the data set is split into individuals who 
ulfill the condition and individuals who do not. Then, only 
or the group that fulfills the defined condition must the re- 
ult distribution be the same. Conditional independence thus 
ries to solve the problem of disregarding individual qualities 
y choosing some of the most deciding factors. Nevertheless,
t is not further bound to the ground truth but relies on a sim- 
le prediction parity. 

As such, conditional independence is a highly attractive 
airness measure. It is the idea of equality of opportunity that 
nly the characteristics of a person are important, which they 
hemselves can change, or at least influence. When choosing 
uch features as the key factor for fairness, Conditional inde- 
endence corresponds with the constitutional goal of the in- 
ividual development of ones freedom. Furthermore, the fact 
hat the ground truth is not regarded, makes the integration 

f structural imbalances such as racism or sexism at least less 
ikely. 

However, serious legal and political concerns remain: The 
ight to determine the conditions that define the group of peo- 
le for which a certain quota must be fulfilled means great po- 

itical power. Different conditions have to be chosen for differ- 
nt scenarios and it is often unclear what the right conditions 
re. Rather, the choice of conditions is founded on political 
eliefs and individual worldviews. The question whether the 
ight conditions can be found therefore has no clear answer.
he high significance of such a decision would make the par- 

iament the right place to discuss, however, no parliament can 

ake so many individual decisions for each scenario. Rather,
arliament shall make general, broad laws that can be worked 

ut by the executive branch. This leads to a high risk of lob-
ying influence from many interest groups (e.g. NGOs or com- 
anies), which will prefer different conditional properties that 
hey consider best for their own interests. 

For many scenarios, a good condition will only be found 

ith a huge amount of information for the deciding organs.
his could conflict with data protection provisions or more 
enerally the principle of informational self determination. 

Moreover, Conditional independence means that only the 
arity between the group fulfilling the condition is regarded.
eople that do not fulfill the condition are not relevant for the 
etermination of fairness. It is likely that in hiring scenarios 
onditions will be bound to individual performance evalua- 
ion values such as school grades or work years. Who fulfills 
uch conditions does, however, also depend heavily on a struc- 
ural imbalance in the society. For example, household income 
s negatively correlated with school grades - if some groups 

ore often have a lower household income,31 the probability 
or them to have bad school grades increases ( Ferguson et al.,
007 ). This means that for the decisive group of people fulfill- 
ng the condition of having at least a certain final grade, only a
mall part of the minority group could be considered by the ac- 
ual fairness measure. Conditional Independence therefore is 

uch less a way of affirmative action than Independence and 

herefore not sufficient to achieve equal treatment. Though,
xactly this means that affirmative action is not an obliga- 
ory part of Conditional Independence . If Conditional Inde- 
endence was to be used to define ”less favorable treatment”,
ffirmative action would therefore not be a mandatory part 
f any discrimination definition pursuant to Section 3 GET. As 
uch, the idea of affirmative action as an additional measure 
s put in Art. 23 EU CFR remains intact. Conditional Indepen- 
ence is thus much more compliant with EU law for ADM sys- 
ems. 

.3.3. Separation 

ifferent to the aforementioned Independence fairness mea- 
ures, Separation is based on a ground truth, meaning the sta- 
istically captured true classification of people in the data set.
eparation demands an equal matching of predicted classifi- 
ations with the true classification within each group with a 
rotected feature. Ideally, this would mean that reality would 

e represented exactly in the model, while the representation 

ould be equally good or bad for each protected group. In a 
iring context especially the false negative rates, i.e. the rejec- 

https://de.statista.com/statistik/daten/studie/150623/umfrage/monatliches-persoenliches-einkom-men-nach-jeweiligem-migrationshintergrund/
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tion for a job despite qualification (according to data record),
should ideally be the same for all groups. 

At first sight, Separation seems to correspond re-
ally well with the ideal of developing ones own
personality. The people who developed their capabilities
matching to the job that is advertised and thus have the
best qualification for it, will be chosen by the algorithm.
Additionally, Separation is able to mitigate the advantaging
of the majority group, meaning, the group with numerical
dominance of individuals e.g. of an ethnic, that is inherent to
most machine learning algorithms. 

The dependence of Separation on a ground truth, however,
entails a severe problem: First, there can be reasonable doubts
whether the captured data always truly represent reality. Data
must be available to be collected and will therefore be less
likely to capture minority information ( Derose et al., 2013 ). As
such, the information that an machine learning model can
gain from the data set for minorities will often be insufficient
so that reality cannot be accurately represented by the ma-
chine learning models prediction. Separation therefore needs
a strong regulation of non-discriminatory data sets to prevent
a faulty mapping of reality. In contrast to the actual goal of
Separation , a discriminatory mapping could reinforce struc-
tural social imbalances instead of mitigate them, while still
fulfilling the Separation fairness conditions. 

Second, conversely to Independence measures, Separation
directly integrates structural imbalances of the society into
the models final decision. As the goal is to perfectly map the
decision to the ground truth, structural disadvantages for mi-
nority groups will also be mapped to the model’s prediction
while Separation is still fulfilled ( Hardt et al., 2016 ). Looking at
Art. 23 EU CFR, EU secondary anti-discrimination law and Art.
157 (4) TFEU the legal goal of mitigating said structural im-
balances in society is clearly stated, which seems to conflict
with Separation . However, as already shown in chapter 4.3.1 ,
EU law allows for affirmative action in some cases as single
additional measure, but not as a broadband solution 

32 . By con-
trast, directly integrating affirmative action into the actual dis-
crimination definition is severely flawed. Thus, it seems com-
pliant with EU law to implement Separation into the model
as a fairness measure while at the same time taking affirma-
tive actions to mitigate structural imbalances. To mitigate the
risks of Separation reinforcing structural inequalities in so-
ciety, the debiasing of data sets prior to the training seems
promising ( Calmon et al., 2017 ). Lawmakers could therefore
put up specific debiasing requirements that must be fulfilled
by companies before developing an ADM system. However, it
is important to note that perfect debiasing does not (yet) seem
possible ( Gerritse and de Vries, 2020 ). 

4.3.4. Sufficiency 
Very close to Separation, Sufficiency also demands the map-
ping of a ground truth to predictions. In fact, Sufficiency just
defines a different relation of values to be considered fair com-
pared to Separation . As such, almost all points stated for Sep-
aration apply here as well. However, there is a distinctive dif-
ference. 
32 Compare Art. 23 EU CFR 

 

 

 

Different to Separation, Sufficiency allows for differing
false positive rates between protected groups. Regarding the
case of COMPAS, a tool that predicted the probability of a per-
son’s recidivism, COMPAS predictions led to a higher false
positive rate for African-Americans, meaning that they were
falsely predicted more often to be recidivist, which eventually
led to the judges decision to detain them ( Dieterich et al., 2016 ,
p.9). In such a case the different false positive rate leads to
a higher risk for a person belonging to a minority group to
be violated in their rights without having any chance to mit-
igate that risk. This does not comply with the idea of mem-
ber states constitutions and EU primary law that each person
shall be able to develop their personality individually, mean-
ing based on their own merits and the traits they can influ-
ence. Sufficiency can, nevertheless, comply with EU law in sit-
uations where false positive rates do not lead to a rights in-
fringement (for example the promotion of a person that is not
qualified according to the ground truth). In such situations, the
same caveats described for Separation apply to Sufficiency ,
in particular the problem of mapping predictions to an in-
herently racist, sexist or otherwise structurally imbalanced
ground truth. 

4.3.5. Individual fairness 
As the name suggests, Individual Fairness tries to establish
fairness by focusing on the individual information in a data
set without regarding the group it belongs to. Individual Fair-
ness does not look at groups but at each individual with its
unique mix of properties. The fairness measure works under
the premise that people who are hired for a certain job and do
it well have certain similarities in their characteristics. Thus,
for machine learning Individual Fairness means that individu-
als who have a similar mix of properties get similar prediction
outcomes, e.g. classifications. 

This aspect of Individual Fairness raises some issues. At
first, defining a distance metric that measures the similarity
between individual in a data set is a demanding task that can-
not be perfectly fulfilled. The more properties there are for an
individual in a data set the more dimensions must be con-
nected in one metric. Imagine a person is very similar (close)
to another person in three characteristics, but extremely dis-
similar (far away) in three other characteristics. The multidi-
mensionality of the characteristics makes it almost impossi-
ble to define a perfect metric. 

Additionally, it is quite possible that especially people be-
longing to minority groups will differ from the general prop-
erty set. This does not necessarily mean that they are less
qualified, but rather that they may have an unusual type of
expertise that is equally, perhaps even more useful. 

Individual Fairness is hardly able to map these qualifi-
cations which deviate from the general set of characteris-
tics ( Friedler et al., 2016 , p.13). Rather, it heavily advantages
the existing majority groups representing the majority of peo-
ple who will be positively classified. These majority groups
form the property set that Individual Fairness compares peo-
ple with to determine their similarity. 

This means that Individual Fairness actually asks from
minority groups to adapt to the property set of the major-
ity group. The ideal of Individual Fairness and of individu-
ality as it is aimed at by EU CFR and German or European



14 computer law & security review 42 (2021) 105583 

c
g
o
o
t
i
c  

T
h
u
f

d
f
i
v
a
c

4
T
a
i
t
t
r
a
p

p
f

t
f
u
s
t
g
t
a
o
a
g
e

c
n
g
r
p
I
p
y
t
w
t
e
r
a  

a

b
m
t
f
j
f
t
t
s
j

v
e  

m
m
s
r
m
m
g  

A
s
t
r
e  

H  

i
t
t  

i
n

p
r
t
d
i
a
p  

C
s
t
n
t
t  

T
f
p
w
p
c
f
r
g
m  

d

33 See especially for expert bodies: Federal Administrative Court 
(Germany), decision from 16/12/1971 - I C 31/68 = NJW 1972, 596. 
onstitutions though does not mean the forming of a homo- 
eneous prototype of persons. Each person shall develop their 
wn personality and shall not be pressured to give up their 
wn personal traits. In addition, companies are often not in- 
erested in employing mainly employees who are very similar 
n their skills and characteristics. Instead, employees with so- 
alled ”t-shaped skills” are often sought ( Spohrer et al., 2010 ).
hese are experts who are profound problem solvers in their 
ome discipline, but who are also able to interact with and 

nderstand specialists from a wide range of disciplines and 

unctional areas ( Barile and Saviano, 2013 ). 
Even if Individual Fairness pretends only to regard the in- 

ividual, it in fact leads to a decomposition of individuality in 

avor of a homogeneous majority driven prototype personal- 
ty. This consequence is not compliant with the ideal of indi- 
iduality and development of the individual persons freedom 

s laid down in 4.3.1 and cannot be implemented into a ma- 
hine learning model in a EU law compliant way. 

.3.6. Counterfactual fairness 
he idea of Counterfactual Fairness is to determine whether 
 decision outcome would be significantly different if a data 
tem belonging to a protected group was not part of a pro- 
ected group, or vice versa. On the basis of certain assump- 
ions, namely the attributes relevant for a decision and their 
elationship to each other, coefficients are calculated which 

ttempt to extract the influence of protected features on non 

rotected features and the decision output. 
Since getting 100% identical results for all counterfactual 

airs is highly unlikely, a certain threshold of counterfactual 
airness that must be reached can be established. 

This idea resembles Conditional Independence in the fact 
hat a certain set of rules (in the context of counterfactual 
airness the causal graph) must be specified. This raises the 
sual questions regarding an authority that specifies such a 
et of rules. Although highly problematic from the perspec- 
ive of governmental competence, the creation of such causal 
raphs can only be left to domain expert groups that consist of 
he developer or operator of a model and people knowledge- 
ble in the relationships of certain attributes in the context 
f the respective application. In hiring scenarios this could be 
n HR company person and an equal opportunities officer to- 
ether with a developer of the respective model that knows its 
xact learning attributes. 

Due to the high correlation of the causal graph and the spe- 
ific decision model a democratically legitimized body could 

ever create a sufficiently precise causal graph that would 

uarantee counterfactual fairness. The role of the state is 
ather that of an observer than a decider. This is even more 
roblematic as there is a distinctive difference to Conditional 
ndependence : Whereas the latter leaves the actual decision 

rocess to the machine, Counterfactual Fairness goes even be- 
ond that: the whole decision process shall be generally con- 
rived with all its regarded attributes and interdependencies 
hile computing out any dependence on any protected fea- 

ure. It resembles the task of finding the world formula to 
stablish a perfect causal model that remains fair and cor- 
ect in its assumptions, does not take any protected feature or 
ny feature that is necessarily depending on it into account,
nd still retains a sufficient meaningfulness. This task must 
e left to private domain expert groups that would be fore- 
ost bound by the Counterfactual Fairness dogma. In order 

o still uphold public control and leave the competence of 
orming society to the state, executive authorities as well as 
udges could have the right to audit the causal graph to look 
or glaringly false assumptions. However, judges cannot have 
he power to question every single aspect and coefficient of 
he causal graph. The idea of a process-oriented assessment 
hould not mean that the whole process is replaced by the 
udge’s decision process. 

It is today generally accepted that a judge cannot fully re- 
ise decisions of public independent expert bodies as they 
njoy a so called margin of judgment 33 ( Bachof, 1955 ). This
eans that courts can only check for certain decision errors: 
isjudgment of the existence of a margin, taking as a ba- 

is false facts, ignoring generally accepted assessment crite- 
ia, making extraneous considerations or exceeding the given 

argin of judgment. Leaving public authorities with such a 
argin is especially problematic as they are legally bound to 

uarantee the fundamental rights granted in the constitution.
 domain expert group, by contrast, is a private entity and as 
uch not directly bound to the constitution. This could facili- 
ate a margin of judgment for such expert groups towards ju- 
isprudence. In the end it is left to legislation whether domain 

xpert groups’ decisions shall be fully revisable by a judge.
owever, it is to note that, since a judge is in principle free

n his decisions to enforce the law, this might as well mean 

hat the arbitrariness of a private decision maker in creating 
he causal graph could be replaced by that of a judge. The ex-
stence of arbitrariness in decision processes is eventually a 
on-deniable and inevitable fact. 

The idea of assessing fairness by regarding the decision 

rocess is obviously compliant with current EU law. Still, there 
emains a significant issue: Counterfactual Fairness upsets 
he whole legal conception of equality, not in questioning in- 
ividuality but in showing that our process-based assessment 

s inherently flawed. When we ask an employer not to regard 

ny protected feature for their decision, we explicitly ignore 
rotected features in a way of fairness through unawareness.
ounterfactual Fairness , however, shows that a recognition of 
uch features is also necessary in a process-based assessment 
o establish a decision, where for example gender indeed has 
o effect on the decision anymore. Grades that are supposed 

o carry an objective value actually depend on protected fea- 
ures that cannot or do not have to be changed (e.g. religion).
he calculation of an unbiased grade would then mean a dif- 

erent significance of the same grade value in the decision 

rocess. Implementing this notion of fairness would leave us 
ith a huge problem: Today’s legal approach necessarily per- 
etuates or at least braces structural imbalances in the so- 
iety. Considering a grade while being unaware of protected 

eatures actually implies a biased decision as grades are in 

eality not completely objective but influenced by immutable 
roup attributes that are not connected with individual perfor- 
ance ( Fischer et al., 2013 ). However, ceasing to do so, the fun-

amental notion of equality as unawareness in the decision 
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process can no longer be upheld. This poses a highly prob-
lematic question: is it compliant with the law to treat objec-
tive values differently between groups to reach a decision that
is actually unaware of a protected feature as in Counterfac-
tual Fairness ? Such a question has never had to be answered
as the internal decision making processes of humans have
never been made apparent. The idea of anti-discrimination
law lies in treating everyone the same unaware of their pro-
tected features.34 This means that a decision that is different
only based on a different protected feature (e.g. male vs. fe-
male) is in principle not compliant with anti-discrimination
law. However, one cannot deny that treating objective values
differently based on a protected feature also constitutes a less
or more favorable treatment, this time only inside the actual
decision process. This less or more favorable treatment repre-
sents a direct discrimination as the treatment is openly differ-
ent and not based on a seemingly neutral provision. As such,
no general justification of such treatment should be possible.
This raises the question whether we humans do also implic-
itly deal with objective values differently. This is even more ev-
ident when one considers that counterfactual unfairness of a
machine learning model results from real world data which is
based on human decision making. When, in other words, our
notion of equality and process-based assessment is inherently
flawed and Counterfactual Fairness reaches the goal that anti-
discrimination law actually set out, society and lawmakers
have to severely ask themselves if current anti-discrimination
law has to be amended or at least widely construed so that
the goal of a not only formal but substantive equality will be
reached. 

4.3.7. Legal practice 
In practice, several questions arise how fairness measures
and fairness assessments can be implemented into anti-
discrimination lawsuits. The court is asked to determine if a
discrimination is given in a specific context. Pursuant to Sec-
tion 22 GET, the plaintiff needs to establish facts from which
it may be presumed that there has been discrimination based
on one of the features protected by the GET so that it will be
for the defendant to prove that there has been no breach of the
provisions prohibiting discrimination. According to the legis-
lator’s will, this means that the plaintiff has to fully prove a
less favored treatment but can rely on the provision of circum-
stantial evidence to prove the causality between the treatment
and the plaintiff’s protected feature.35 Requiring the full proof
of a less favored treatment by the plaintiff though gets com-
plicated in case of algorithmic decision making. As we have
stated, the term ”less favored treatment” encompasses itself
the question of fairness and as such a legal policy. Without
the data that the respective decision model was trained on,
no plaintiff will be able to prove such less favored treatment.
The law should therefore be construed in such a way that the
plaintiff must only prove that it belongs to a disadvantaged
group, e. g. has not been hired or has not been given a loan.
Consecutively, the plaintiff then must only indicate a link be-
34 See Art. 3 Section 3 BL: No person shall be favored or disfavored 
because of sex, parentage, race, language, homeland and origin, faith or 
religious or political opinions . 
35 BT-Drs. 16/1780, 47 

 

 

 

 

 

tween the disadvantaging decision and their protected feature
by circumstantial evidence. If done so, the defendant must
then prove to the judge that the decision model used by them
is not discriminatory. The judge must be able to cross-check
the allegedly discriminating decision with the respective fair-
ness measure that applies to the context wherein the decision
has been made. In each case, this means that the court must
be provided with data that proves the compliance of the de-
fendant’s decision model. In case of fairness measures not de-
pendent on a ground truth, the defendant could provide the
court with synthetic, meaning artificially created, data that,
fed into the decision model, leads to the group distribution
wished for. 

However, already in this case, it could be problematic to
rule out a possible discrimination of an individual person
based on synthetic data. Who knows whether the model re-
acts the same way to real world data? As such, it would be
favorable for the defendant to provide the court with real data
from his decision process to prove total compliance of the de-
cision process in question with the relevant fairness measure.

In contrast, the verification of fairness measures that de-
pend on a ground truth appears much more difficult. In this
case the question arises which data set shall be considered
as ground truth. A conceivable option would lie in a public
balanced data set that entails every group of people in a soci-
ety and appropriately displays group distributions in a society.
However, such a data set would also have to be linked to ”true”
outcomes for each of the persons in the data set. Determin-
ing all ”true” outcomes for decisions through governmental
instruments is at the same time an immense intrusion of civil
freedoms and extremely inefficient and slow. By prescribing
”true” values for who for example should get a job and who
should not, such a public ground truth pretends to follow al-
legedly ”correct” societal ideals of a society. If such a ground
truth is adapted and implemented by the state, it becomes an
enforceable imperative. Any differing ideas of society would
have to be discussed through state representatives but could
not anymore be realized by one’s own decisions. This is essen-
tially the death of a liberal civil and decentralized society. 

If there is no such public ground truth, the ground truth
for the court to base its judgment on can only consist of the
data set that was to some degree used to train the respective
model which is allegedly discriminatory. This poses the ques-
tion which data sets must be provided to the court. Assuming
that the provider has not trained the model by its own, the ac-
tually decisive data set is the training data set that was used by
the model developer. When the provider was not additionally
training the model, it is operated with the same ground truth
used by the developer in the training process. Without provi-
sion of a data set that serves as the ground truth, no judge can
determine if a fairness measure dependent on a ground truth
like Separation and Sufficiency is fulfilled. The lack of a ground
truth provided could therefore lead to a loss of the law suit by
the defendant. The defendant must provide the judge with the
correct ground truth data. In case of an anti-discrimination
proceeding litigated before a German court, the defendant can
request expert evidence pursuant to Section 4.2 seqq. German
Code of Civil Procedure (CCP) to prove whether the algorithm
used by the defendant is discriminatory or not. However, if the
ground truth required for that check is in the hands of a third
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arty, this party cannot be forced to make their data available 
o the expert. The defendant can try to let the third party pro- 
ide the data required by summoning them as a third party in 

he legal proceedings pursuant to section 72 CCP. As a conse- 
uence, according to section 68 CCP, the third party will not be 
eard with the objection that the previous law suit was falsely 
ecided when the defendant will sue them in order to take 
ecourse. The so called third-party notice is a general instru- 

ent in EU countries as it is acknowledged as a procedural 
ption in Art. 65 Brussels I-Regulation 

36 

Filing a third-party notice could therefore let the third party 
rovide the data required to prevent a negative outcome of the 

aw suit in order to prevent the following recourse. However,
he third party is in no way obliged to join the proceedings 
nd provide the ground truth data. If they deem their informa- 
ion advantage so valuable that they do not want to share it in 

ny way, the civil proceedings legislation allows them to lose 
he law suit against them without having to make any of their 
round truth data public. In that way, a third party such as the 
eveloper of an allegedly discriminatory algorithm, could pre- 
ent a thorough analysis of its algorithm. The so called prin- 
iple of production of evidence means that it is always up to 
he parties of a legal proceeding to produce evidence. This 
rinciple leads to the consequence that civil legal proceed- 

ngs are not sufficient to guarantee discrimination-free algo- 
ithms that comply with fairness measures. Therefore strong 
uditing rights of public authorities and a sufficiently strong 
ompetition law are necessary to effectively establish fairness 
easures. 

. Discussion and future work 

he subject of fairness in algorithmic decision making is a 
ighly significant issue that poses complex questions for the 

aw and questions several of its fundamental notions. We ar- 
ued that Conditional Independence, Separation, Sufficiency 
nd Counterfactual Fairness can all possibly be implemented 

n compliance with EU law dependent on their concrete appli- 
ation. All four of them follow the idea that fairness and equal- 
ty or what defines ǣa less favorable treatment ǥ can be ex- 
ressed in a formal mathematical function.37 This mathemat- 

cal focus leads to a result-oriented understanding of equality,
hat prioritizes output distributions, which interferes with the 
otion of individual freedom. Only Counterfactual Fairness is 
ased on a process-oriented understanding of equality that is 
hen connected with a result-mapping process. The idea of a 
ounterfactually fair decision output is fascinating as it simul- 
aneously corresponds with the goal of anti-discrimination 

aw and infringes it in its process. Therefore, it remains to be 
36 As civil procedure legislation is a national competence, Art. 65 
russels I-Regulation does not regulate an EU-wide third-party no- 
ice instrument itself. Rather, it decides which civil procedure leg- 
slation applies in case of multi national cases. As the Brussels-I 
egulation refers to the option of third-party notice, one can as- 
ume that every EU member state has such an option in its respec- 
ive civil procedure legislation in some form. 
37 See especially On the (im)possibility of fairness ( Friedler et al., 
016 ) for a strong argumentation towards a formal expression of 
airness. 

c
d
i
t
e
d
s
f

p

een whether and how exactly Counterfactual Fairness can 

e implemented in an EU law compliant way. However, in our 
pinion lawmakers should further investigate and elaborate 
he idea of Counterfactual Fairness as it keeps the ideal of 
ndividual freedom and personality in algorithmic decision 

aking and thus prevents a society that is shaped through 

ndless quotas that are centrally determined by governmen- 
al bodies. It is the core of a free civil society that the people
an make decisions based on their own preferences which dif- 
er one from another. 

EU law recognizes the need of affirmative action and result 
riven quotas and explicitly allows them. Though, it also as- 
umes that such action shall not be the core of the notion of
quality but rather one of several means to establish equality 
n society. The more only a group centered result accounts for 
nti-discrimination legislation, the less the individual in the 
roup is accounted for. In the end, EU Law and especially the 
U CFR only determine the outer boundaries of the trade-off 
etween group focus and individual focus, between result fo- 
us and process focus. It remains a hugely political question 

hether fairness measures should be broadly implemented 

nd if so what fairness is preferable for our society. Lawmak- 
rs have to decide together with politicians and domain ex- 
erts which kind of fairness is applicable under which con- 
ition ( Bernstein et al., 2018 ). To do so, they need to be thor-
ughly informed what kind of fairness has which kind of im- 
lications and consequences on short and long term. 

Many fairness measures are mutually exclusive (e.g. inde- 
endence, separation, and sufficiency are mutually incompat- 

ble with each other ( Barocas et al., 2019 )). Due to the different
nterests and interest groups in different decisions, for exam- 
le in deciding on a job hire in contrast to the decision of re-
eiving a loan, different fairness measures fit better to one 
han to another decision situation. It should be noted that 
ounterfactual Fairness of the fairness measures analyzed in 

his paper would in practice give decision-makers the great- 
st room of freedom to determine the decision conditions 
hemselves while state bodies, such as courts and supervisory 
uthorities, would remain monitoring bodies. What fairness 
easure should be applied to what decision situation, should 

e decided by a democratically legitimized organ, ideally the 
arliament. The respective organ could work out general inter- 
sts in situations that point to one or another fairness mea- 
ure. However, there is an immense amount of decisions and 

arying interests even in the same sector, e.g. in HR, where the 
ecision on who is promoted can be driven by different inter- 
sts than the decision on who is hired at all. Finding the best
tting measure for each of these decisions without overly gen- 
ralizing is an enormous task. The term less favorable treatment 
s indeed not defined with good reason: its notion is highly 
ontext-dependent and a less favorable treatment in one case 
oes not necessarily need to be one in another. This makes 

t impossible to find a general definition for a less favorable 
reatment by one of the fairness measures that applies to ev- 
ry case. Here, again, Counterfactual Fairness , which allows 
ecision makers to follow their own causal graph, could be a 
olution that does not require a state organ to establish per- 
ect abstract general rules. 

If fairness measures are to be used to evaluate the appro- 
riateness of AI based ADM systems, it must also be taken 
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38 See also German Federal Constitutional Court, judgment from 

19 May 2020 - 1 BvR 2835/17, notice 192. 
39 See Baer&Markard, in von Mangoldt et al. (2018) to Art. 3 BL, 

recital 404 
into account that many software products are regularly up-
dated. Many AI systems can even continue to learn in use
and thus, at least theoretically, change their behavior at any
time. It is therefore necessary to at least consider the use of
fairness measures for a continuous evaluation system. After
all, the fairness requirements should be met throughout the
entire life cycle of an AI product. There must be an escala-
tion/emergency procedure to correct unforeseen cases of un-
fairness when they are discovered. The enormous potential
impact of ADM systems on societies makes a mechanism to
continuously review fairness desirable. Instead of legislating
that fairness measures should be implemented directly into
AI models, we suggest using fairness measures rather as an
indicator that allows for a result-oriented review of a deci-
sion output of a particular AI model. This could be done either
by a supervisory authority in the case of examinations and
audits or by judges in the case of discrimination claims. Fur-
thermore, the question whether proposals from an AI model
should be put into practice while there exist unresolved prob-
lems of structural racism and sexism in a society, should have
a significant influence on the further discussion. Without spe-
cific measures, AI tends to learn and therefore to perpetuate
or even to propagate structural inequalities in society through
its learning heuristics ( Barocas and Selbst, 2016 , p.2). An an-
swer to the question of whether it must really be the task of
an AI system to counteract existing inequalities, e.g. by being
forced to adjust mathematical formulas, or whether this is a
social task which constitutes the necessary basis for the use
of such systems, seems to be essential to get closer to answers
to many legal questions and problems. 

The process-oriented approach in current anti-
discrimination legislation raises the question whether
fairness can and should be mathematically operationalized
at all. The mathematical operationalization of fairness leads
to a result driven anti-discrimination law in which seemingly
individual justice is preprogrammed and predetermined
without many possibilities for the individual to contest this
predetermination ( Binns et al., 2018 ). The fact that the law
uses the term indirect discrimination shows that it is aware
of the phenomenon of statistical discrimination. However,
the consideration of indirect discrimination is still only one
part of anti-discrimination legislation and has not yet led to a
fundamental change in legislation towards a result-oriented
assessment of discrimination. This is possibly bound to
change with algorithmic decision making systems which
often do not allow for the transparency needed in their deci-
sion making processes and thus make a control of decision
outputs inevitable. This raises the question whether a broad
result control is compliant with EU law. 

Due to the fact that result driven fairness measures are a
problem, developers should always try to create models in a
way that makes the decision process transparent. If possible, a
whitebox model should always be used to increase the trans-
parency and explainability of an AI-based algorithmic deci-
sion system. It is often argued that blackbox systems, such as
artificial neural networks, are clearly superior to whitebox sys-
tems in terms of precision, significance and efficiency ( Dunis
and Williams, 2002; Wang et al., 2009; Zekic-Susac et al., 2004 ).
At the same time, the technical literature also shows in some
examples that this is not always the case ( Rudin, 2019 ). We see
a possible approach to give weight to these considerations in
the obligation for those responsible (whereby the question of
responsibility must first be clarified) to provide objective and,
in the best case, verifiable reasons why no whitebox model
could be used. A whitebox model makes it possible to ana-
lyze the model’s decision process, not only its found results.
By that, a process-oriented assessment can be upheld and the
competence of judges to establish individual justice to people
allegedly discriminated is preserved.38 On top of that, the ex-
plainability of AI guards a human-centered understanding of
society in which the control of processes and results is always
in human hands. 

Additionally, AI poses a challenge to the entire scope of
non-discrimination law itself. Fairness measures may relate
to any particular group, which may be at an advantage or dis-
advantage in the context in which the system is being de-
ployed. It cannot be assumed that disparity only occur be-
tween legally protected groups. Groups which do not map to
legally protected characteristics may suffer levels of disparity
which would otherwise be considered discriminatory if ap-
plied to a protected group ( Wachter, Mittelstadt, & Russell ,
p.11). To put it bluntly, all people who have a birthmark under
their right eye and have never been in a sports club for more
than three years could be discriminated against for example.
This raises the question whether such discrimination must
also be prevented. Specific rights of equality resemble liberty
rights in that they provide specific protection comparable to
that of freedom rights.39 

In contrast, the general right of equality (all people are
equal under the law) does not contain any qualitative condi-
tions but simply consists of a comparison between any two or
more groups. If now any distinct group discriminated by an al-
gorithmic decision was to be protected with a specific equality
right, the border between general and specific equality rights
becomes blurred. Therefore, such an extension is at least de-
batable. 

Algorithms and fairness measures yield a great potential
for finding/exposing problems. In case of specific suspicion
though we think a thorough examination by hand needs to
be done despite the results of fairness measures. 
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Table A1 – Quality measures for evaluating ADMs with a binary classification core. 

Predicted Label 

Positive Negative 

Positive True Positive (TP) False Negative (FN) True Positive Rate TP 
TP+ FN 

Actual (Target) Label Negative False Positive (FP) True Neagtive (TN) False Positive Rate FP 
FP+ TN 

Precision TP 
TP+ FP False Omission Rate FN 

FN+ TN Accuracy T P+ T N 
T P+ T N+ F P+ F N 
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ppendix A 

Quality Measure 

ere in this section, we explain the performance (quality) 
easures used in some fairness measures. These quality 
easures are based on the confusion matrix. Thus, at first,
e explain this matrix briefly. 

Confusion matrix The confusion matrix (see Table A.1 ) 
s a 2 × 2 table that depicts four quality measures, namely 
he number of true positive, true negative, false-negative and 

alse-positive cases. Various other fairness measures can be 
erived from it. 

• Accuracy 
The accuracy is one of the most popular measures for eval- 
uating the performance of binary classifiers. It is the pro- 
portion of correctly classified data instances to the number 
of all data instances. 

Accuracy := 

T P + T N 

T P + F P + T N + F N 

(1) 

• True Positive Rate 
True Positive Rate (TPR) indicates the proportion of data 
instances correctly assigned to the positive class to data 
instances that actually belong to the positive class. 

T PR := 

T P 
T P + F N 

(2) 

• True Negative Rate 
True Negative Rate TNR indicates the proportion of data 
instances correctly assigned to the negative class to data 
instances that actually belong to class negative. 

T NR := 

T N 

F P + T N 

(3) 

• False Positive Rate 
The False Positive Rate (FPR) is defined as the proportion 

of data instances of class negative mistakenly assigned to 
class positive to data instances that actually be in the neg- 
ative class. 

F PR := 

F P = 1 − T NR (4) 

F P + T N 
• Precision 

Precision is another measure that computes the fraction of 
data instances of positive class, which are correctly classi- 
fied as positive to all data instances assigned by the system 

to class positive. 

Precision := 

T P 
T P + F P 

(5) 

• False Omission Rate 
computes the fraction of data instances assigned to nega- 
tive label that are actually from the positive class. 

F OR := 

F N 

F N + T N 

(6) 
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