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Theta-resonant Neurons
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Abstract—Neurons from several brain regions resonate in the theta frequency range (4–12 Hz), displaying a higher
voltage response to oscillatory currents at a preferred ‘resonant’ frequency (fR). Subthreshold resonance could
influence spiking and contribute to the selective entrainment of neurons during the network oscillatory activity
that accompanies several cognitive processes. Neurons from different regions display resonance in specific theta
subranges, suggesting a functional specialization. Further experimental work is needed to characterize this diver-
sity and explore how frequency preference could be dynamically modulated. Theoretical studies have shown that
the fine-tuning of resonance depends in a complex way on a variety of intrinsic factors and input properties, but
their specific influence is difficult to dissect in cells. We performed slice electrophysiology, dynamic clamping
and modelling to assess the differential frequency preference of rat entorhinal stellate neurons, hippocampal
CA1 pyramidal neurons and cortical amygdala neurons, which share a hyperpolarization-activated current (Ih)-
dependent resonance mechanism. We found heterogeneous resonance properties among the different types of
theta-resonant neurons, as well as in each specific group. In all the neurons studied, fR inversely correlated with
the effective input resistance (Rin), a measurable variable that depends on passive and active membrane features.
We showed that resonance can be adjusted by manipulations mimicking naturally occurring processes, as the
incorporation of a virtual constant conductance or cell depolarization, in a way that preserves the fR-Rin relation-
ship. The modulation of frequency selectivity influences firing by shifting spike frequency and timing, which
could influence neuronal communication in an active network. � 2019 IBRO. Published by Elsevier Ltd. All rights

reserved.
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INTRODUCTION

Theta frequency waves (4–10 Hz) emerge in the brain

from the coordinated rhythmic neuronal electrical activity

(Buzsáki, 2006; Colgin 2013) thought to underlie cognitive

processes like active sensory sampling, navigation and

learning (Kay, 2005; Lisman and Buzsáki, 2008;

Mizuseki et al., 2009; Ranade et al., 2013). These waves

spread across different neuronal networks, supporting a

code based on the frequency and timing of neuronal firing

(Lisman and Jensen, 2013; Wilson et al., 2015; Lopes-

dos-Santos et al., 2018).

Neurons from several brain regions display

subthreshold frequency preference (resonance) in the

theta range in response to stimulation with oscillatory
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currents. Examples of theta-resonant neurons are

estellate cells from the entorhinal cortex (SL) (Erchova

et al., 2004), pyramidal neurons from the CA1 hippocam-

pus (HP) (Hu et al., 2002) and resonant neurons from the

olfactory amygdala (AM) (Vera et al., 2014). This fre-

quency selectivity can involve the amplitude and the

phase lag of the voltage responses to the oscillatory

inputs. Amplitude resonance occurs when neurons

respond with an increased voltage oscillation at frequen-

cies near a preferred, non-zero frequency, called the res-

onant frequency (fR), and is characterized by a peak in the

impedance amplitude profile (impedance vs. frequency

curve) at such frequency (Hutcheon and Yarom, 2000).

The impedance phase (U) is the lag of the voltage

response relative to the oscillatory input; zero-phase res-

onance (or phasonance) occurs when the impedance

phase of the response is zero at a non-zero (phase-

resonant) frequency (fp; Richardson et al., 2003;

Rotstein, 2014, 2017a). This means that for this fre-

quency, the temporal delay between the current stimulus

(input) and the voltage response (output) is zero and both

signals fluctuate synchronously. For frequencies bellow

the phase-resonant frequency, the voltage oscillation
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may precede the oscillatory current (negative U). Fre-

quency preference is an emergent property that arises

from the interaction between the time scales of neuronal

biophysical properties and the time scales of the oscilla-

tory stimulus (Rotstein, 2014).

Subthreshold theta resonance depends in part on

intrinsic neuronal features arising from the orchestration

of active and passive membrane properties, in which the

core active component is an ionic current that produces

a slow negative feedback effect on membrane potential

fluctuations at frequencies below �12 Hz (Hutcheon and

Yarom, 2000; Richardson et al., 2003; Rotstein and

Nadim, 2014). In cortical neurons, the membrane currents

that participate in subthreshold frequency preference in

the theta range are the hyperpolarization-activated cur-

rent (Ih) and, in some cases as HP neurons, the mus-

carine sensitive current (IM), at depolarized voltages.

According to their voltage sensitivity, Ih underlies reso-

nance in the hyperpolarized subthreshold range, but in

SL and AM cells it generates frequency selectivity at

perithreshold voltages (while IM produces resonance

around threshold in CA1 neurons (more positive

than � �60 mV) (Hu et al., 2002). The ionic currents that

have a positive feedback effect on the membrane poten-

tial, like the voltage-dependent persistent sodium conduc-

tance (INaP) (French et al., 1990), do not generate

resonance by themselves, but can amplify the resonant

effect and modulate their properties, including the values

of the resonance and phasonance frequencies (Hutcheon

and Yarom, 2000; Rotstein and Nadim, 2014). INaP con-

tributes to the amplification of oscillatory responses near

its activation voltage (positive to � �65 mV) and may reg-

ulate the expression of IM-dependent subthreshold reso-

nance (Vera et al., 2017).

In order to have a role in neural processing,

subthreshold resonance should influence action

potential firing. The communication of subthreshold

theta resonance to firing depends on the interplay

between the currents implicated in the subthreshold

regime and those involved in spiking. In vitro
experiments and modeling have shown that

subthreshold resonance evoked by oscillatory

stimulation can dictate the firing probability for low input

amplitudes that allow the voltage responses to reach

spike threshold around fR. This phenomenon is termed

evoked spiking resonance and has been observed

theoretically (Hutcheon et al., 1996a; Rotstein, 2017a),

as well as experimentally (Erchova et al., 2004; Vera

et al., 2014, 2017; but see Stark et al., 2013). If theta-

band subthreshold frequency preference influences the

firing probability in vivo, it may contribute to the selective

activation of neurons by coordinated oscillatory synaptic

inputs around a particular frequency. Thus, resonance

could promote the recruitment of resonant cells to

dynamic oscillating assemblies (Schmidt et al., 2017;

but see Stark et al., 2013). The joint effort of in vivo and

in vitro works, as well as theoretical studies, may shed

light on whether subthreshold resonance could influence

neuron computation in an active brain.

The mechanisms underlying subthreshold theta-

resonance and phasonance have been characterized
experimentally and theoretically in several brain areas.

Experimental approaches usually address resonance in

specific regions or subregions and characterize neuron

responses by showing sample results and average

measures (see refs. above). Moreover, an important

body of theoretical studies have investigated frequency

preference and their possible influence on spiking, by

considering the behavior of model neurons. These

studies have shown how subthreshold and spiking

resonance, as well as phase response, change upon

modifications of intrinsic biophysical parameters,

membrane potential or simulated synaptic activity

(Hutcheon et al., 1996a; Richardson et al., 2003;

Rotstein and Nadim, 2014). A question arising from these

observations is how the inherent variability of biological

systems influences theta resonant behavior in a cell type

and among neurons from different brain regions. Further

experimental studies are required to address this issue

and to evaluate the factors that could modulate frequency

preference in both subthreshold and firing regimes.

Experimental evidence indicates that theta-resonant

neurons from the mammalian brain exhibit

heterogeneous preferred frequencies, with values

ranging from 2 to 15 Hz: 3–15 Hz in the isocortex

(Gutfreund et al., 1995; Hutcheon et al., 1996b), 2–4 Hz

in the thalamus (Puil et al., 1994), 2–5 Hz in the hip-

pocampus (Hu et al., 2002), 5–15 Hz in the entorhinal cor-

tex (Erchova et al., 2004; Giocomo et al., 2007), 2–6 Hz in

the amygdala (Pape and Driesang, 1998; Vera et al.,

2014) and 3–7 Hz in the olfactory bulb (Hu et al., 2016),

suggesting that the frequency selectivity of neurons

spans a wide range of values, including frequencies

beyond the theta range. Many factors can contribute to

this heterogeneity of frequency preference, like neuronal

size and morphology and the differential expression and

distribution of the voltage-dependent currents involved

in subthreshold resonance, among others. Additional fac-

tors that could have influenced these results are method-

ological: resonant parameters are highly sensitive to the

experimental conditions (temperature, pipette solution,

intracellular recording technique, among others), raising

the question of whether the described heterogeneity

reflects real biological variability or whether it is partly

due to different experimental conditions.

Theoretical approaches indicate that fR depends on

the passive membrane resistance (Rm; Puil et al.,

1986; Hutcheon et al., 1996a; Rotstein and Nadim,

2014), suggesting that the physiological variability of

Rm could be one of the causes behind the observed

diversity of fR values, and that natural fluctuations of

Rm might modulate resonance in individual cells (an idea

first proposed by Hutcheon et al., 1996a). It has been

difficult to experimentally address the dynamical link

between fR and Rm, in part because the measurement

of Rm is hampered by the presence of other membrane

conductances, whose voltage- and time-dependent acti-

vation deviates the voltage behavior from the purely pas-

sive response (Spruston and Johnston, 1992; Surges

et al., 2004; Ceballos et al., 2017). Moreover, the axial

current flux associated to a complex neuronal morphol-

ogy also deviates the membrane response from that of
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the ideal electrocompact neuron (Golowasch et al.,

2009). The input resistance (Rin), also known as the

effective input resistance, is determined from the

steady-state deflection of the membrane potential

induced by a square current pulse. For small voltage

perturbations, the Rin of a spherical cell depends on pas-

sive and synaptic currents and on the steady-state acti-

vation of voltage-dependent conductances (Puil et al.,

1986; Surges et al., 2004). Therefore, Rin is determined

by a diverse set of cell’s intrinsic parameters and exter-

nal factors, and it is expected that fluctuations in these

biophysical properties will affect its value, as is the case

for fR and U. Interestingly, the induction of synaptic

potentiation in hippocampal CA1 pyramidal neurons

caused upregulation of HCN1 channels carrying Ih, with
a consequent increase in fR and a correlated decrease

in Rin and neuron excitability, as measured at the soma

and along the apical dendrites (Narayanan and

Johnston, 2007).

Here, we experimentally characterized the diversity of

resonance properties (fR and U) in SL, HP and AM

neurons, that share an Ih-dependent mechanism at

hyperpolarized potentials and display heterogeneous

frequency preference in the theta band. We compared

resonance features among the different cell populations

and in each specific group. We addressed how

resonance relates to Rin along the whole population and

evaluated if controlled changes in membrane

conductance and potential that modify Rin within

physiological ranges, are capable of significantly varying

the frequency tuning of individual cells and in what

frequency band. We restricted our study to input

amplitudes low enough to maintain the cells in a linear

regime that could allow the subthreshold frequency

preference to influence the firing regime (Rotstein,

2017a; but see Hutcheon et al., 1996b).

We found that, when measured in the same

experimental conditions, these cells display clear

differences in Rin, fR, and phase profiles, as well as in

resonance strength and impedance amplitude. We

observed that the biological diversity of resonant

properties correlates to the natural variability in Rin, with

fR-Rin values following a negative power-law distribution

that contains all tested cells, generating a continuum of

fRs along the theta range. Moreover, upon modifications

in Rin in individual cells within physiological ranges, fR
fluctuated constrained to the theta band, following the

fR-Rin relationship. We show that, in individual cells,

changes in Rin generated within physiological ranges,

followed the same fR-Rin relationship constrained to the

theta frequency band. This modulation is observed in

the spike frequency and timing, suggesting that natural

fluctuations of membrane conductance could influence

the frequency preference that the neurons express and

communicate to other neurons downstream.

Considering previous theoretical and experimental

approaches, we analyzed the results of these

experiments as a whole including other resonance

attributes, and explored the factors contributing to

resonance diversity and modulation.
EXPERIMENTAL PROCEDURES

Ethical approval

Animal care and experimental procedures were approved

by the Bio-Ethical Committee of the Faculty of Sciences,

University of Chile, according to the ethical rules of the

Biosafety Policy Manual of the National Fund for

Development of Science and Technology (FONDECYT).

Slice preparation

Male Sprague Dawley rats (18–30 days-old) were deeply

anesthetized with isoflurane, decapitated and their brain

was rapidly removed and transferred to an ice-cold

dissection solution containing (in mM): 206 sucrose, 2.8

KCl, 1 MgCl2, 2 MgSO4, 1 CaCl2, 26 NaHCO3, 1.12

NaH2PO4, 10 glucose and 0.4 ascorbic acid

(equilibrated with 95% O2 and 5% CO2), pH 7.3. Slices

(400 lm) containing the region of interest were obtained

with a vibratome (Vibratome Sectioning System 102,

Pelco) using standard disposable stainless-steel razor

blades (www.personna.com). For the anterior nucleus of

the cortical amygdala we used coronal slices targeting

the region between Bregma �2.2 and �3.3 (Sanhueza

and Bacigalupo, 2005; Vera et al., 2014). For hippocam-

pal neurons we used septotemporal slices targeting the

dorsal hippocampus (Vera et al., 2017) and for stellate

cells we used horizontal slices to target the dorsomedial

entorhinal cortex (Giocomo et al., 2007). Slices were

placed in a holding chamber with standard artificial

cerebro-spinal fluid (ACSF) and were let to recover at

least 1 h at 30 �C before using them for recording.

Electrophysiological recordings

Whole cell patch-clamp recordings were conducted under

visual guidance in an upright microscope (Nikon Eclipse

E600FN) equipped with DIC optics. Patch pipettes (3.5–

4.5 MO) were fabricated of borosilicate glass with a

horizontal puller (Flaming/Brown P-97, Sutter Instrument

Co). Current-clamp recordings were made with an EPC-

10 patch-clamp amplifier (Heka, Heidelberg, Germany),

data were filtered at 5 kHz and acquired at 40 kHz using

the Patch Master software from Heka. All experiments

were performed at 34 ± 2 �C, and in the presence of

10 lM CNQX and 100 lM PTX, to block AMPA-R and

GABAa-R mediated currents, respectively.

Recording solutions (in mM)

Artificial cerebro-spinal solution (ACSF) contained (in

mM): 124 NaCl, 2.8 KCl, 1.25 NaH2PO4, 26 NaHCO3,

10 Glucose, 2 MgCl2, 2 CaCl2 and 0.4 ascorbic acid

(equilibrated with 95% O2 and 5% CO2), pH 7.3 and

290 mOsm.

Internal pipette solution contained (in mM): 123 K-

Gluconate, 10 KCl, 4 Glucose, 1 EGTA, 10 HEPES, 2

Na2ATP, 0.2 Na3GTP, 10 phosphocreatine-Na or -TRIS,

1 MgCl2, 0.1 CaCl2, pH 7.35 and 290 mOsm. This

composition was based on previous works reporting

stability of intrinsic excitability parameters (Xu et al.,

http://www.personna.com
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2005; Kaczorowski et al., 2011), corroborated in investi-

gations related to intrinsic frequency preference (Vera

et al., 2014, 2017). We measured the liquid junction

potential (LJP) between pipette solution and ACSF

(�13 mV) according to the procedure described by Neher

(Neher, 1992) and used this value to correct the data in

offline analyses.

ZAP stimulation and data analysis

The ZAP (impedance amplitude profile) stimulus

consisted in a pseudo-sinusoidal current of constant

amplitude and linearly increasing frequency from 0 to

20 Hz in 10 s (ZAP stimuli). The protocol was repeated

8 to 10 times in every neuron and the membrane

voltage waves were averaged for the impedance

analysis. The impedance profile (Z(f)) and phase-lag

(U(f)) curves were obtained from the ratio of the Fast

Fourier Transforms (FFT) of the output (voltage) and

input (current) waves (Z(f) = FFT[V(t)]/FFT[I(t)]). The

impedance is a complex quantity (Z(f) =
ZReal + iZImaginary), where ZReal is the resistive

component of the impedance and ZImaginary the reactive

component. For each given frequency, the complex

impedance can be plotted as a vector whose magnitude

and phase (U(f); angle with the real axis) are

respectively given by the following expressions:

jZj fð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Z2
Real fð Þ þ Z2

Imaginary fð Þ
q

ð1Þ

U fð Þ ¼ tan�1 ZImaginary fð Þ
ZReal fð Þ

� �
ð2Þ

The term impedance is used throughout the text to

refer to the magnitude of the impedance vector, unless

otherwise stated. The impedance phase corresponds to

the phase shift of the voltage wave relative to the

current wave. Frequencies below 0.2 Hz were not

plotted in the impedance and phase profiles graphs, to

avoid low frequency distortions. Data analysis was

performed using Igor Pro 6.37 software

(Wavemetrics.com).

To maintain the system in linear conditions, we used

low amplitude ZAP stimuli (20–100 pA) in order to

produce oscillations of �5 mV (peak-to-peak). In

principle, fR could be different if the stimulus frequency

increased or decreased. To check if the Rin-fR
relationship was independent of the direction of

frequency change we used our model neurons (see

below), to explore fR at different Rin values for

increasing (0–20 Hz) or decreasing (20–0 Hz)

frequencies. In both conditions, the obtained fR range

was identical (5–11 Hz, average 6.4 Hz).

Quantification of resonance

We measured the preferred frequency (fR) of each neuron

as the frequency at which the impedance amplitude

reached the peak (|ZMax|). Resonance strength was

quantified with the Q value, measured as the ratio

between the maximal impedance (|ZMax|) and the

impedance at 0.5 Hz (|Z(0.5)|) (Hutcheon et al., 1996b).

For a more precise determination of fR and Q, the exper-
imental data were fitted with a polynomial curve between

0.2 and 15 Hz and the peak value was calculated. For

simplicity, throughout the text we refer to |ZMax| as ZMax.

Dynamic clamp experiments

For the dynamic-clamp experiments, the current-clamp

amplifier was driven by an analog signal from a dual

core desktop computer running the Real-Time

Experimental Interface, RTXI (Dorval et al., 2001), using

an update frequency of 25 KHz.

The somatic conductance was altered by simulating a

virtual constant conductance G to be added or subtracted

from the cell via the dynamic clamp, to mimic changes in

the leak conductance GLeak. The injected current I was

computed according to the following equation:

I ¼ G Vm � ELeakð Þ ð3Þ
where Vm is the online recorded membrane potential and

ELeak is the reversal potential (set to �70 mV). For

G > 0; Rin decreases and for G < 0, Rin increases.

Figs. 3 and 5 display dynamic currents (IDynC) as the

external currents that were injected, following the

standard convention that positive currents are

depolarizing and negative currents are hyperpolarizing.

Therefore,

IDynC ¼ �I ð4Þ
Computer simulations

We developed a minimal point process and conductance-

based model following the Hodgkin-Huxley formalism

(Hodgkin and Huxley, 1952). The model includes a mem-

brane capacitance (Cm), a passive leak current (ILeak), the
hyperpolarization-activated h current, Ih (Spain et al.,

1987) and an external stimulating current, IZAP
(Hutcheon et al., 1996b). As this basic model will be used

for hyperpolarized membrane potentials (�80 mV), it

does not include other active currents that may affect res-

onance, such as the voltage-dependent persistent sodium

conductance (INaP). Similarly, the model does not include

a firing mechanism (fast sodium and potassium

conductances).

The equation describing the evolution of the

membrane potential (V) in time is

Cm

dV

dt
¼ IZAP�ILeak � Ih ð5Þ

where Cm is the membrane capacitance and IZAP is the

externally applied current. The intrinsic ionic currents in

Eq. (5) are described by the following equations:

ILeak ¼ GLeakðV� ELeakÞ ð6Þ

Ih ¼ Ghw V� Ehð Þ ð7Þ
where GLeak and Gh are the maximal conductances of

the corresponding currents and ELeak (�65 mV) and Eh

(�40 mV) are the reversal potentials of ILeak and Ih,
respectively, and w is the state variable of Ih. Since

theoretical work has shown that the omission of slow

gating variables has little effect on oscillatory dynamic of

resonant neurons (Rotstein, 2017b), in our minimal model
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Table 1. The parameters Gh and GLeak were adjusted to reproduce the experimental values of Rin, fR, U6Hz and UfR. C values were estimated from the

experiments

Model cell C (pF) Gh (nS) GLeak (nS) Rin (MX) fR (Hz) U6Hz (deg) UfR (deg)

SL 160 0.06*Cm 0.1*Cm 30 8.9 �1.5 �10.6

HP 120 0.025*Cm 0.08*Cm 66 6.1 �13.5 �14.8

AM 80 0.013*Cm 0.04*Cm 190 3.9 �31.5 �17.5
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we only use the fast component of Ih. The fast gating vari-

able is that related to theta resonance and accounts for

�80% of the total current (Spain et al., 1987).
Fig. 1. Frequency preference of resonant cell types correlates with their Rin

analysis performed in SL (n= 12), HP, (n= 31) and AM, (n= 25) neuro

voltage responses of SL (red), HP (blue) and AM (green) neurons to curr

+100, +150 pA for SL, �200, �100, +50, +100 pA for HP and �100, �50

neurons). (B). Representative voltage responses of each cell type to ZAP s

see Experimental procedures). Peak voltage responses are indicated with

profiles of each cell type (dark and light colors depict mean and SEM, respe

normalized average curves from 0.8 to 1 (y axes) and from 0 to 14 Hz (x axes
of each curve. (D). Average fR of each cell type. (E). Average peak impedance

(F). U curves, dark and light colors depict mean and SEM, respectively. (G).

lag at 6 Hz (U6Hz). (H). Rin of SL, HP and AM neurons measured at �80 mV

square pulse. (I). Scatter plots of fR vs. Rin with data from all recorded neuro

plot of log(fR) vs. log(Rin). (K). Scatter plot of U6Hz vs. Rin. One way ANOV

comparison tests, * = P< 0.05, ** = P< 0.01, and *** = P< 0.001.
The dynamics of the state variable w is ruled by the

following equation:
. Impedance and phase

ns. (A). Representative
ent pulses (�150, �50,

, +50, +100 pA for AM

timulation (grey traces,

arrows. (C). Impedance

ctively); the inset shows

). Arrows show the peak

(ZMax) of each cell type.

Quantification of phase-

with a hyperpolarizing

ns (n= 68). (J). Scatter
A and Tukey’s multiple
dw

dt
¼ w1 Vð Þ � w

swðVÞ ð8Þ

where sw is the time constant and

w1 is the steady-state value of w;
calculated according to:

w1 ¼ 1

1þ eðVþ78Þ=7 ð9Þ

sw was set to 0.05 s, similar to the

fast component described by

Spain et al. (Spain et al., 1987), to

match the exact fR range observed

in our experiments.

We constructed a computer

model for each cell type by intro-

ducing the membrane capacitance

estimated from voltage-clamp

recordings (50 ms, 5 mV pulse).

Gh and GLeak were the only

parameters that we slightly tuned

in order to reproduce average Rin,

ZMax, fR, Q and phase-lag curves

of each cell type (Table 1). To

explore the effects of GLeak, we

considered values from 1 to 80 nS.

Simulations were performed

using Igor Pro 6.37 software with

an integration time step of 10 ls.
The code for reproducing the

computer simulations described in

this paper is available upon

request to authors.

Statistical analysis

The statistical analysis was

performed using GraphPad Prism

6.07 (GraphPad Software, Inc, USA)

or Igor Pro 6.37 (Wavemetrics.

com). Group data is presented as

the mean ± standard error. We

used different parametric tests for

data with normal distribution

(ZMax, fR, Vm, Rin, U6Hz and UfR

passed normality and equal

variance tests). When the data

structure was a single variable

measured at the same membrane

potential and compared between

different cell types (Fig. 1,

hotpaper.net


Table 2. Electrophysiological parameters of SL, HP and AM neurons at hyperpolarized potentials. Mean ± SEM. Pairs comparison: 1 SL-HP, 2 SL-AM

and 3 HP-AM. Statistics summary one-way ANOVA with Tukey’s multiple comparison tests: (s) = P < 0.05 and (ns) P � 0.05. Vm F(2,65) = 2.04

P = 0.14, ZMax F(2,65) = 65.19 P < 0.0001, fR F(2,65) = 43.11 P < 1e-4, U6Hz F(2,65) = 22.07 P < 1e-4, and UfR F(2,65) = 21.7 P < 1e-4. Q

value Kruskal–Wallis test v2(2,65) = 33.63 P < 1e-4 (For details on statistics see Experimental procedures)

Vm (mV) ZMax (MX) fR (Hz) Q U6Hz (deg) UfR (deg) n

SL �79.6 ± 0.4 48 ± 6.1 8.7 ± 0.4 1.62 ± 0.05 �0.7 ± 1.5 �12.4 ± 0.6 12

HP �80.0 ± 0.6 78 ± 5.0 6.5 ± 0.3 1.23 ± 0.02 �12.6 ± 0.1 �13.9 ± 0.6 31

AM �80.6 ± 0.3 220 ± 16.2 4.1 ± 0.3 1.15 ± 0.02 �17.5 ± 0.8 �8.4 ± 0.7 25

Stats (ns) 1(ns),2(s),3(s) 1(s),2(s),3(s) 1(s),2(s),3(ns) 1(s),2(s),3(s) 1(ns),2(s),3(s)
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Table 2), we used one-way ANOVA and Tukey’s multiple

comparison tests. When the data structure was a single

variable measured from the same cells but comparing

different membrane potentials (Fig. 2, Table 3), we used

Repeated measures one-way ANOVA and Tukey’s

multiple comparison tests. When the comparison of

variables was between two conditions in the same cell

(Fig. 3), we used paired Student’s t-test. To evaluate
Fig. 2. Reduction in fR and increment in U during depolarization-driven incre

(n= 8) neurons recorded at hyperpolarized (Hyp), resting (Res) and depol

voltage responses of a SL neuron to ZAP stimuli. The amplitude of the sinus

near 5 mV (in this example, 40, 20 and 5 pA for �80, �70 and �60 mV, res

Quantification of fR as a function of membrane potential for SL neurons. (D). U
(F-I). Same as B-E for AM neurons. (J). Scatter plot of fR vs. Rin for the po

(circles) and AM (triangles) neurons. (K). Scatter plot of log(fR) vs. log(Rin). La

and AM neurons. All neurons were recorded at the three voltages. Repeate

* = P < 0.05, ** = P< 0.01 and *** = P< 0.001 and **** = P< 0.0001.
the shift in firing probability (FP0.5) after reducing Rin

(Fig. 4), we used Wilcoxon matched-pairs signed rank

test, while the change in phase-lag was evaluated using

paired Student’s t-test. The statistical significance of the

linear relation between log(fR) and log(Rin) (Figs. 1 and

2) was evaluated with a Student test. When comparing

Q values, we used a non-parametric Kruskal–Wallis test

for unpaired data (Tables 2), and Friedman test with
ase in Rin. Measurement of resonant properties in SL (n= 12) and AM

arized (Dep) membrane potentials (see Table 3). (A). Representative
oidal current (gray trace) was adjusted to maintain voltage oscillations

pectively). (B). Impedance profiles of SL neurons (mean ± SEM). (C).
curves for SL neurons. (E). Quantification of U at 6 Hz for SL neurons.

oled data from SL and AM neurons. Colors indicate the voltage of SL

bels as in J. (L). Scatter plot of U6Hz vs. Rin from the pooled data of SL

d measures one way ANOVA and Tukey’s multiple comparison tests,

Traces in B–E and F–I are mean ± SEM.
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Table 3. Intrinsic electrophysiological parameters for SL and AM neurons, obtained for hyperpolarized (Hyp), near-resting (Res) and depolarized (Dep)

potentials. Mean ± SEM. Pairwise comparison (1) Hyp-Res, (2) Hyp-Dep and (3) Res-Dep. Statistics summary repeated measures one way ANOVA

with Tukey’s multiple comparison tests: (s) = P < 0.05 and (ns) P � 0.05. SL neurons: Rin F(1.305,14.36) = 26.68, P < 1e-4; ZMax F(1.153,12.68)

= 30.23, P < 0.001; fR F(1.33,14.66) = 27.09, P < 0.001; U6Hz F(1.15,12.65) = 24.69, P = 2e-4; and UfR F(1.54,16.95) = 15.18, P= 4e-4; Q

Friedman test v2(2,11) = 11.79, P = 0.0028. AM neurons: Repeated measures one way ANOVA Rin F(1.10,7.72) = 16.93, P = 0.0032; ZMax F

(1.04,7.28) = 12.25, P = 0.009; fR F(1.47,10.32) = 13.47, P = 0.002; U6Hz F(1.29,9.05) = 20.26, P = 0.001; and UfR F(1.54,10.79) = 2.26,

P = 0.16; Q Friedman test v2(2,7) = 1.41, P = 0.56 (For details on statistics see Experimental procedures)

Vm (mV) Rin (MX) Zmax (MX) fR (Hz) Q U6Hz (deg) UfR (deg) n

SL Hyp �79.6 ± 0.4 26.5 ± 2.9 47.9 ± 5.7 8.7 ± 0.4 1.62 ± 0.04 �0.7 ± 1.4 �12.4 ± 0.6 12

Res �68.6 ± 0.8 36.2 ± 6.1 56.7 ± 9.0 7.5 ± 0.5 1.49 ± 0.06 �11.4 ± 2.3 �16.7 ± 0.1 12

Dep �61.6 ± 0.4 65.5 ± 10.3 106.1 ± 18.1 6.0 ± 0.5 1.43 ± 0.12 �25.8 ± 4.5 �19.6 ± 1.6 12

Stats 1(s),2(s),3(s) 1(s),2(s),3(s) 1(s),2(s),3(s) 1(s),2(s),3(ns) 1(s),2(s),3(s) 1(s),2(s),3(s)

AM Hyp �80.6 ± 1.8 167.5 ± 13.9 182.2 ± 17.3 3.6 ± 0.3 1.16 ± 0.04 �17.0 ± 3.7 �7.4 ± 1.9 8

Res �75.8 ± 1.8 200.3 ± 20.3 226.7 ± 23.5 3.2 ± 0.3 1.17 ± 0.03 �23.7 ± 4.1 �8.6 ± 2.0 8

Dep �63.6 ± 1.1 290 ± 35.8 312.7 ± 44.5 2.7 ± 0.3 1.22 ± 0.06 �34.8 ± 4.4 �10.2 ± 1.5 8

Stats 1(s),2(s),3(s) 1(s),2(s),3(s) 1(ns),2(s),3(s) ns 1(s),2(s),3(s) ns
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Dunn’s multiple comparisons test for paired data

(Table 3). Statistical tests were two-tailed and we used

a= 0.05 as critic value. Statistic results are informed as

the statistic’s value (degrees of freedom within

parenthesis) and the P value.
RESULTS

High variability of resonant properties within and
between cell types is correlated with the membrane
input resistance

We first addressed the question of how heterogeneous

are the resonant properties of different types of cortical

neurons and whether this variability might be related to

the natural heterogeneity of Rin values. We chose to

conduct whole cell recordings from SL, HP and AM

resonant cell types because they differ in their reported

resonant frequency range, they share an Ih-dependent

resonant mechanism at hyperpolarized potentials and

also because of their differences in Rin range (Hu et al.,

2002; Erchova et al., 2004; Vera et al., 2014). Fig. 1A

shows the voltage responses of representative neurons

of each type to hyperpolarizing and depolarizing square

current pulses. In each of them the responses to both

stimuli polarities start with a sag at the onset of the pulse,

produced by the slow (tens of milliseconds) activation or

deactivation of the inward Ih, respectively (Biel et al.,

2009). At the end of the pulse, there is a transient rebound

with similar kinetics (Biel et al., 2009). Further depolariza-

tion induced trains of action potentials with some fre-

quency accommodation, presumably due to Ih
deactivation and the activation of the muscarine sensitive

potassium current (IM) (Peters et al., 2005). The compar-

ison of their intrinsic behaviors shows that these cell types

have comparable hyperpolarized voltage responses to

square current pulses and similar firing patterns, belong-

ing to the cell category of regular spiking (Contreras,

2004).

To quantify and compare the resonant properties of

these neurons, we recorded their voltage responses to

oscillatory current stimulation. We applied ZAP

(impedance amplitude profile) stimuli (Puil et al., 1986),

consisting of a 10 s oscillatory current of constant ampli-
tude and linearly incremental frequencies, from 0 to

20 Hz. The membrane potential was manually adjusted

to ��80 mV to set a similar level of activation of Ih. The
stimulus amplitude, ranging from 10 to 50 pA, was

adjusted to produce a comparable voltage deflection of

�5 mV peak-to-peak at its onset, in order to maintain

the system in linear conditions. As expected (Hutcheon

and Yarom, 2000), the voltage response in all tested cells

displayed a maximal amplitude in the theta range

(arrows), while at lower and higher frequencies their

responses were attenuated (Fig. 1B).

The average impedance profiles of the three groups of

neurons were clearly different. Their characteristic shapes

resemble band-pass filters with peaks in the theta range

(Fig. 1C), although their impedance curves are

displaced in the frequency range, as can be better

appreciated in the normalized impedance profiles

(Fig. 1C, inset). The fRs derived from the impedance

curves were higher in SL (8.7 ± 0.4 Hz, n= 12) than in

HP (6.5 ± 0.3 Hz; n= 31) and AM neurons (4.1

± 0.3 Hz, n= 25; P< 0.001 for all paired comparisons;

one way ANOVA F(2,65) = 43.11; Table 2, Fig. 1D).

Related to membrane impedances, the average

maximal impedances (ZMax) were clearly dissimilar, with

�50 MX for SL, �80 MX for HP and �220 MX for AM

neurons (F(2,65) = 65.19; P< 0.0001; Table 2,

Fig. 1E). The resonance strength among the different

cell populations, evaluated using the Q value (see

Experimental procedures), was also different among

these cell types (v2(2,65) = 33.63; P< 0.0001; Table 2).

We also studied the U of the voltage response to

evaluate the heterogeneity in the temporal response of

the cells. U curves quantify the delay of the output

voltage wave relative to the input current stimulus as a

function of frequency (Rotstein, 2014). Negative values

of U reflect a delay of the voltage response, while positive

values mean an advance of the output signal, providing

important insights of the temporal processing of oscilla-

tory stimuli by resonant neurons (Rotstein, 2014). The

comparison of U showed a shorter lag at frequencies

within and below the theta range (0–8 Hz) for SL in com-

parison to HP and AM neurons (Fig. 1F). To quantify and

compare the U of each cell type, we measured it at two

relevant frequencies: at the middle of theta range (6 Hz,
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Fig. 3. Changes in the passive conductance modulate resonance frequency preference of CA1 hippocampal neurons. (A). Rin changes were

generated with dynamic-clamp, as shown in the diagram. The neuron Rin was decreased (�Rin) or increased (+Rin) by injecting a virtual positive

(+G) or negative (�G) somatic conductance by application of an external dynamic current (IDynC). (B). Dynamic-clamp experiment showing the

attenuation (�Rin) or amplification (+Rin) of voltage responses to 0.4 s and 50 pA hyperpolarizing pulses (gray). At the �Rin condition, IDynC is

negative (blue trace), hyperpolarizing the neuron and attenuating the voltage response. At + Rin, IDynC is positive (red trace), depolarizing the cells

and amplifying the voltage deflections. (C). Quantification of Rin for the conditions �Rin and + Rin, and for their respective controls without

conductance injection. Rin was measured with a square pulse whose amplitude was adjusted to evoke a �4 mV voltage deflection in all conditions.

The Rin change was set to attain a reduction of � 45% (G= 16.6 ± 2.9 nS, n= 10) or an increase in �100% (G= �6.1 ± 0.8 nS, n= 10). (D).
Representative experiment showing the oscillatory responses at different Rin values. Both conditions were explored in the same cell. ZAP

stimulation was applied at control (black), �Rin (blue) or +Rin (red) conditions. (E). Impedance profiles (mean ± SEM) for �Rin and +Rin, with their

respective control curves. The insets show normalized profiles. (F). Peak impedance for �Rin, +Rin and control conditions. (G). Same as F, for fR.
(H). Same as F, for the Q value. (I). Ratio between Dlog (fR) and Dlog (Rin), for �Rin and +Rin. (J). U curves for �Rin and +Rin, with their respective

control curves. (K). Phase-lag at 6 Hz (U6Hz) for �Rin and +Rin. (L). DU6Hz/DRin for �Rin and +Rin conditions. ** = P< 0.01, Paired Student’s

t-test.
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Fig. 4. Modulation of subthreshold frequency preference along the theta range by changes in GLeak in

the three cell types. (A). Representative SL, HP and AM neurons were simulated using a minimal

resonant model (see Experimental procedures). Starting withGLeak and Gh values that reproduced the

average fR, Rin and phase-lag of each cell type (i.e. control conditions, dotted boxes), we explored

voltage responses ranging GLeak from �1 nS (+Rin) to 80 nS (�Rin), while maintaining constant Gh

and Cm. Four conditions are shown for each cell type, Rin and GLeak are reported at the top left of each

voltage trace. The impedance profile plots are shown at the bottom, with the darker curve

corresponding to the control condition. Grey bars show the values of fR at control condition, while

arrows show the fR for each simulated voltage trace. The amplitude of the oscillatory current was

adjusted to produce voltage responses of �2 mV peak-to-peak and a DC current was injected to

hyperpolarize the model cells to�80 mV. (B). Plot of fR vs. Rin obtained with the exploration of GLeak in

the three cell types (colored lines), with filled circles showing values at control condition. (C). Same as

B for log(fR) vs. log(Rin). Dotted black lines are the linear fit of each curve, with a slope of �0.29 (SL),

�0.31 (HP) and �0.57 (AM).
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U6Hz) and at the fR of each particular neuron (UfR). The

average U6Hz values were markedly different between

the three groups: �0.7 ± 1.5 deg, �12.5 ± 1.0 deg and

�17.5 ± 2.0 deg for SL, HP and AM neurons, respec-

tively (Fig. 1G, Table 2; P< 0.001 in all paired compar-

isons, one way ANOVA F(2,65) = 22.07; P< 0.0001).

By transforming these lag values from degrees to time

(where 360 deg are 166.7 ms in a single oscillation at

6 Hz), we obtain a lag of �0.3 ms, �5.8 ms and
�8.1 ms for SL, HP and AM neu-

rons, respectively. These differ-

ences in the temporal response

might be relevant in these cell

types for the timing of spikes gen-

erated under oscillatory stimula-

tion. When U is compared at the

respective fRs, the three neurons

display less variability than at

6 Hz, with values that are still differ-

ent but grouped in the narrow

range of 8–14 deg (Table 2).

These results show that, under

the same experimental conditions,

the three resonant neuron types

display different fR and U,
confirming that they have

heterogeneous frequency

preference in the theta frequency

band. We aimed to address the

basis of this variability. As

resonance depends on the

passive membrane resistance

(Hutcheon et al., 1996a; Hutcheon

and Yarom, 2000; Rotstein and

Nadim, 2014), and the comparison

of impedance profiles showed

clear differences in the maximal

membrane impedance among the

three cell types, we first investi-

gated the relationship between res-

onant parameters and the input

resistance Rin at hyperpolarized

membrane potentials. We mea-

sured Rin as the steady state

deflection in the membrane poten-

tial during a 250 ms hyperpolariz-

ing current pulse from �80 mV,

whose amplitude was adjusted to

produce a �5 mV maximal deflec-

tion. Rin values of the three types

of neurons ranged from 10 to

400 MX, being SL neurons more

abundant in the lower

(mean = �26 MX), HPs in the

intermediate (mean = �65 MX)
and AMs in the highest Rin sub-

ranges (mean = �200 MX;
Fig. 1H, statistics in Table 2).

For a more detailed

examination of relationship

between fR and Rin, we built a
scatter plot with the values from all recorded cells. We

found a negative correlation, as fR increased as Rin

decreased. Low-Rin cells show the highest fRs, while the

lowest fRs were observed in the high-Rin cells (Fig. 1I).

The Rin range covered by the cells is associated with a

continuous variation of fRs from about 2 to 10 Hz, with

the frequencies of each cell group spanning the ranges

previously reported for these theta-resonant neurons.

Since the distribution of the data in the scatter plot
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seems to represent a multiplicative relationship between

fR and Rin, we transformed the data to logarithmic

values (Kass et al., 2014). The scatter plot of log(fR)-log
(Rin) pairs yields a linear relationship characterized by a

Pearson’s correlation coefficient of �0.82 and a slope of

�0.39 (n= 68; P< 0.001), suggesting a power law

dependence between fR and Rin (Fig. 1J).

We also explored the relationship between U6Hz and

Rin by pooling the data from all cells in a scatter plot.

U6Hz is also correlated with Rin, dominating the values

around zero lag for lower Rin cells, while for higher Rin

the phase values can reach up to ��40 deg (Fig. 1K).

This comparative analysis revealed a co-variation

range for resonant parameters (fR and U6Hz) and the

physiological Rin value measured at �80 mV in

heterogeneous populations of resonant neurons. In

linear conditions, the fR- Rin relationship follows a power

law spanning and limited to the theta range.

As Rin depends on active and passive membrane

properties as for fR and U, it is expected that changes in

these properties would be accompanied by

modifications in frequency selectivity.
Changes in resonant properties upon cell
depolarization

We explored the relationship of resonance and phase with

Rin when individual neurons undergo changes in the

voltage-dependent currents. It is possible, changing the

holding membrane potential with constant current

injections, to manipulate both Rin and fR, by modifying

the steady-state activation of voltage-sensitive

conductances, while keeping unaltered the passive

membrane properties. Steady-state depolarization of the

cortical neurons produces a reduction of Ih due to

deactivation (Hutcheon et al., 1996b; Hu et al., 2002;

Biel et al., 2009) and above �70 mV causes the activation

of the persistent Na+ current, INaP. Both modifications

produce a voltage-dependent rise in Rin that has been

observed previously in resonant neurons (Gutfreund

et al., 1995; Hutcheon et al., 1996b) and characterized

in detail more recently (Surges et al., 2004; Economo

et al., 2014; Yamada-Hanff & Bean, 2015; Ceballos

et al., 2017); we will refer to it as ‘‘depolarization-driven

increase in Rin”. Theoretical work has shown that, in a

regime comparable to the depolarization-driven increase

in Rin, the interaction of Ih and INaP produces nonlinear

amplification of voltage responses that modifies resonant

parameters in different ways (Rotstein, 2015). However,

as in the previous experiments, we induced low-

amplitude oscillations (<5 mV peak-to-peak) and there-

fore, the deviations from a linear regime are expected to

be minor.

We evaluated the resonant properties of cortical

neurons subjected to oscillatory stimulation at

hyperpolarized, resting and depolarized potentials, and

evaluated their relationship with Rin. We manually

adjusted the membrane potential to �80, �70 and

�60 mV by current injection and applied the ZAP stimuli

at each potential, exploring Rin and resonance in SL and

AM neurons. We did not include HP neurons in this
experiment because they present a U-shaped voltage

dependence of their fR, lacking frequency preference

between �70 and �65 mV (Hu et al., 2002; Vera et al.,

2017).

The shape of the voltage responses to ZAP stimuli

changed with depolarization, displaying a reduction in

the fR (Fig. 2A). Depolarization increased the average

Rin from 26 to 65 MX in SL neurons (F(1.305,14.36)

= 26.68; P< 0.0001) and from 167 to 290 MX in AM

neurons (F(1.10,7.72) = 16.93; P= 0.0032), with an

increase in peak impedance (Fig. 2B, F; Table 3). This

increase in Rin was accompanied by a reduction in fR
from 8.7 to 6 Hz in SL neurons (F(1.33,14.66) = 27.09;

P< 0.001, Fig. 2C, and from 3.6 to 2.7 Hz in AM

neurons (F(1.47,10.32) = 13.47; P= 0.002, Fig. 2G,

Table 3). The depolarization was also accompanied by

a modification in U of both cell types, shifting the curves

downward and leftward, with the consequent increment

in lag as a function of frequency (Fig. 2D, H). The

overall change in the U curves produced a considerable

increase of U6Hz in SL and AM neurons (�0.75 to

�25.8 deg and �17.0 to �34.8 deg, respectively;

Fig. 2E, I; see statistics in Table 3). When evaluated at

fR, U showed a smaller but significant range of

variations under depolarization, increasing UfR from �12

to �20 deg in SL neurons (F(1.54,16.95) = 15.18;

P= 0.0004), while in AM neurons it stayed near �8

deg without significant changes (F(1.54,10.79) = 2.26;

P= 0.16; see details in Table 3).

To explore the changes in fR and phase-lag

associated to the depolarization-driven increase in Rin in

individual cells, we built scatter plots with the pooled

data of fR and U6Hz vs. Rin from SL and AM neurons.

Rin ranged from 10 to �100 MX in SL neurons and from

100 to �350 MX in AM neurons, filling the 10 to 350 MX
Rin range almost completely (Fig. 2J). fRs inversely

correlate with Rin, spanning the entire theta range. The

distribution of fR starts at 12 Hz for low-Rin SL neurons

recorded at hyperpolarized potentials and decreases

continuously to �2 Hz for high Rin AM neurons recorded

at depolarized potentials (Fig. 2J). The distribution of fR
and Rin values strongly suggest a multiplicative

relationship, as described above (Fig. 1). The log–log

graph exhibits an even higher linear correlation, with a

Pearson’s coefficient of �0.92 and a slope of �0.43

(Fig. 2K; P< 0.001). These results agree with the Rin-fR
relationship between different cell types and show that

fR of individual neurons is coherently modified with

changes in Rin.

The scatter plot of U6Hz against Rin shows that

neurons increment their U during the depolarization-

driven increase in Rin, with both cell types spanning the

whole range of 0 to �50 deg (Fig. 2L). This increase is

dictated by linear trend of different slopes for each cell

type (Pearson coefficient of �0.91 and �0.71 and slope

of �0.45 deg/MX and �0.11 deg/MX for SL and AM

neurons, respectively). Interestingly, despite having

different Rin ranges and U curves, both cell types vary

their U6Hz along a similar range.

The activation/deactivation of voltage-dependent

currents during cell depolarization (in the absence of
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changes in passive properties) modified fR and U,
following the same correlation with Rin observed at

hyperpolarized potentials among heterogeneous

populations of resonant cells.

As proposed by theoretical studies, changes in the

passive conductance or synaptic activity could operate

as modulators of resonance (Hutcheon et al., 1996a;

Richardson et al., 2003; Rotstein and Nadim, 2014). To

address this question, we designed an experiment to

modify the passive conductance while keeping mostly

unaltered the contribution of the voltage-dependent con-

ductances involved in resonance. We assessed the mod-

ulation of resonant properties constraining the changes in

Rin to a physiological range.

Modulation of the frequency preference and phase-
lag by controlled changes in membrane conductance

To explore how changes in the passive conductance in

physiological ranges modulate resonance, we used the

dynamic-clamp technique to add or subtract a virtual

constant conductance G to the recorded neuron (Dorval

et al., 2001; see Experimental procedures). Introduction

or subtraction of this constant conductance can mimic

an increase or decrease of leak ion conductance, which

causes a decrease (�Rin, G> 0) or an increase (+Rin,

G< 0) in Rin, respectively. This method allows to resem-

ble more closely a physiological condition than the tradi-

tional procedure of injecting a constant current (Dorval

et al., 2001). We performed these experiments in HP neu-

rons at �80 mV, because at this voltage, Rin (�70 MX), fR
and U values were at the middle of their dynamic range

(see Fig. 1), facilitating the detection of positive and neg-

ative changes.

By manipulating the somatic conductance, we aimed

to reduce or increase the Rin of HP neurons in order to

match the average values of SL and AM cells, as

examples of low and high-Rin cells, respectively

(Fig. 3A, B). Using this criterion and setting the steady-

state voltage to �80 mV, we generated a �Rin condition

with an average reduction of �45% compared to the

respective control condition (-Ctrl) (from 63.8 ± 5.4 to

35.4 ± 4.8 MX; T(9) = �7.51; P< 1e-4; G= 16.6

± 2.9 nS, n= 10) and a �100% increment for a +Rin

condition, relative to +Ctrl (from 71.7 ± 4.7 to 151.8

± 16.7 MX; T(9) = �5.76; P< 5e-4; G= �6.1

± 0.8 nS, n= 10, Fig. 3C). Rin values of both control

groups were not different (T(17.7) = 1.16; P= 0.13,

n= 10). These results demonstrate that our

experimental procedure enabled us to change Rin over a

wide physiological range, matching the values for the

different cell types. We manually adjusted the

membrane potential to �80 mV and recorded the control

voltage responses to ZAP stimuli (Fig. 3D, black traces).

Then, we reduced (�Rin, blue traces) or increased

(+Rin, red traces) Rin with the dynamic clamp and

recorded the voltage responses to oscillatory stimulation

at the new level of somatic conductance. To keep the

contribution of active properties at different Rin values

approximately constant, we measured resonance

systematically by adjusting the amplitude of the ZAP

current to produce �5 mV peak-to-peak oscillations
(measured at 4 Hz, Fig. 3D). In this way, we produced a

comparable voltage oscillation in our different

experimental conditions, recruiting a similar level of

active currents. As expected, the manipulation of the

somatic conductance generated changes in the

impedance profile. In the �Rin condition the impedance

curve fell, with a ZMax decrease of 50% (from 90 ± 10.2

to 44.1 ± 6.2 MX; T(9) = 7.0; P= 6.3e-5; Fig. 3E, F).

In contrast, in the +Rin condition the impedance curve

increased (Fig. 3E), reaching a �150% increase of ZMax

(from 89.4 ± 5.1 to 221.6 ± 29.7 MX; T(9) = �4.76;

P= 0.001; Fig. 3F).

The changes in peak impedance were accompanied

by modifications in fR. In the �Rin condition, fR
decreased by �1 Hz (from 6.3 ± 0.4 to 7.3 ± 0.4 Hz,; T
(9) = �6.24; P= 1.5e-4; Fig. 3G), while +Rin was

associated to a fR decrease of �1.3 Hz (6.5 ± 0.4 vs.

5.2 ± 0.3 Hz; T(9) = 4.77; P= 0.001; Fig. 3G). The

resonance strength was also modified, decreasing with

respect to control for �Rin (from 1.22 ± 0.03 to 1.13

± 0.02; P= 0.0098, Wilcoxon signed-rank test) and

increasing for +Rin (from 1.23 ± 0.03 to 1.34 ± 0.05;

(P= 0.037, Wilcoxon signed-rank test; Fig. 3H). To

evaluate the magnitude of the resonance modulation,

we calculated the ratio of the changes in the logarithms

of fR and Rin (Dlog(fR)/Dlog(Rin) in each condition,

obtaining values of �0.29 ± 0.09 and �0.31 ± 0.03 for

�Rin and + Rin conditions, respectively (Fig. 3I). These

values are similar to the slopes of the linear regression

obtained for log(fR)-log(Rin) when the source of Rin

variation was the heterogeneity of SL, HP and AM

neurons (Fig. 1K) or the depolarization-driven increase

in Rin in SL and AM neurons (Fig. 2K). Therefore, by

modifying Rin through changing only the passive

somatic conductance it is possible to induce comparable

variations in the frequency preference of the neurons.

As expected for changes in the membrane time

constant, the manipulation of Rin also modified the U
curve. The reduction of Rin produced a frequency-

dependent reduction in phase-lag, with a �50% drop in

U6Hz (from �12.8 ± 1.7 to �6.8 ± 1.3 deg; T(9)

= �5.7; P= 2.9e-4; Fig. 3J, K). U increased for +Rin,

displaying a slower response at frequencies above 2 Hz

(Fig. 3J), with a �130% increase in phase lag (U6Hz

changed from �11.7 ± 1.3 to �26.9 ± 2.3 deg; T(9)
= 6.95; P= 6.7e-5; Fig. 3K). These variations give a

rate of change in U6Hz (DU6Hz/DRin) of �0.18

± 0.04 deg/MX and �0.31 ± 0.05 deg/MX for �Rin and

+ Rin conditions, respectively (Fig. 3L), between the

values obtained for SL and AM neurons (Fig. 2L).

Taken together, these results indicate that by

modifying exclusively the passive somatic conductance,

to modulate Rin along the range of values of three

populations, the changes in fR followed the same trend

and were confined to the same band observed in the

conditions of Figs. 1 and 2. Our results agree with

previous theoretical work that describes the dependence

of resonant properties on the leak conductance

(Rotstein and Nadim, 2014), and also show the restricted

range of resonance properties that the neurons can

explore in vitro. Moreover, these observations suggest
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that individual neurons may adjust their frequency prefer-

ence and temporal response in negative correlation with

Rin, during massive conductance changes as those

occurring upon intense synaptic inputs (Destexhe et al.,

2003).

We next explored the range and properties of the

modulation that the different cell types could undergo by

the application of a constant conductance. We used a

minimal conductance-based model containing only the

hyperpolarization-activated conductance (Gh) as the

resonant mechanism, that is active at �80 mV and is

shared by the three cell types, a passive leak

conductance (GLeak) and a membrane capacitance (Cm).

We first explored if it is possible to reproduce the

differences in resonant properties displayed by average

SL, HP and AM cells. We set the average value of Cm

according to experimental observations and adjusted

the magnitudes of Gh and GLeak to reproduce the

average values of Rin, fR and U for each cell type, in

accordance to the experimental values obtained by ZAP

stimulation at �80 mV (Table 2). The characteristic

voltage responses of the average model cells from each

type are displayed in the dotted boxes of Fig. 4A (the

values of the estimated biophysical parameters and the

magnitudes of the reproduced resonance attributes are

shown in Table 1). We explored the effects of changes

in the passive conductance GLeak in each of the three

model neurons. As in the dynamic-clamp experiments

(Fig. 3), we explored a reduction (�Rin) or an increase

(+Rin) of the input resistance by gradually adjusting

GLeak between 1 and 80 nS. This manipulation varied

the Rin of the model cells over the whole range of 10 to

310 MX. As expected, each simulated neuron changed

its frequency preference as a result of GLeak

modifications. The shifts in conductance that generated

a decrease in Rin, produced an increment in fR in each

cell type, with opposite effects for changes increasing

Rin (in Fig. 4A, arrows indicate the fR). Moreover, the fR
vs. Rin relationship obtained for each simulated cell type

falls into the same curve, displaying the characteristic

power-law distribution observed in our experimental data

(Fig. 4B, C; filled circles correspond to the pairs fR, Rin

for the modelled average cell types). The lines represent

simulations of the values of Rin and fR attained by each

single neuron when varied with slight consecutive

increments in GLeak (from 1 to 80 nS, 0.5 nS steps). In

agreement with previous results, the log(fR)-log(Rin) plot

yields nearly linear curves in the three model cells, as

described by a linear fit with slopes of �0.29 and �0.31

for the SL and HP models, respectively (Fig. 4C). In the

case of the AM model, the log–log curve presents two

regions of different slopes, of �0.25 below 2.0 Hz

(similar to the HP model) and �0.57 above 2.0 Hz

(Fig. 4C, dotted line above green line).

Overall, these computer simulations extend the

results of the dynamic-clamp experiments to explore, for

the whole population, the modulation of fR by a passive

conductance. Along with our experiments, they show

that by these perturbations fR can be adjusted in a

range of frequencies that matches the theta spectrum,

following the characteristic correlation with Rin.
Subthreshold frequency and phase modulation can
be expressed as changes in spike frequency and
timing

The influence of subthreshold resonance on action

potential firing depends on the interaction of the ionic

conductances active at subthreshold potentials and

those involved in spiking. Evoked spiking resonance is

observed when this interaction results in action potential

firing around fR, thus, when the firing frequency is

dictated by subthreshold resonance (Rotstein, 2017a).

This phenomenon has been described in SL, HP and

AM neurons (Erchova et al., 2004; Vera et al., 2014,

Vera et al., 2017; but see Stark et al., 2013).

A critical question is whether the modulation of

subthreshold resonance is expressed in the spiking

regime as a shift in the frequency at which evoked

spiking resonance is observed. We tested this possibility

by applying ZAP stimuli at perithreshold potentials and

evaluating if experimental manipulations of Rin modified

the spike firing probability and timing as predicted from

the subthreshold results. These experiments were

conducted in AM neurons because their high Rin and

low fR offer a wide range to reduce Rin and facilitate the

detection of increases in firing frequency.

As in the previous experimental set, here we

decreased Rin by recreating a constant membrane

conductance with the dynamic clamp. As expected, this

manipulation decreased the voltage responses, with the

consequent reduction in cell excitability (Fig. 5A, left). In

these experiments we set �Rin by lowering it in �25 %

(from 211 ± 27 to 163 ± 21 MX; T(7) = 7.87; P= 1e-

4; G= 1.8 ± 0.46 nS, n= 8; Fig. 5A, right). The

neurons were depolarized to �60 mV and the amplitude

of the oscillatory current was adjusted to reveal the

preferential firing frequency, similar to the conditions in

which evoked resonance is observed using low

amplitude stimuli (Rotstein, 2017a). The stimulus con-

sisted of a series of sinusoidal current pulses of constant

amplitude with discrete increments in the frequencies

between 0.5 and 14 Hz (Fig. 5B, blue traces). A represen-

tative example of an AM neuron response is shown in

Fig. 5B (black trace). As expected, this neuron fired at fre-

quencies of �2–4 Hz, with no action potentials at higher

or lower frequencies. Interestingly, in the �Rin condition

the neuron changed its firing preference (red trace) to

higher frequencies (6–8 Hz), with no action potentials in

the lower range (2–4 Hz; Fig. 5C). To quantify the change

in firing probability for the different stimulation frequen-

cies, we computed a cumulative firing probability curve

(cumulative probability density function, CPDF) for all

recorded neurons (Fig. 5D; see Experimental proce-

dures). These curves show that the reduction of Rin shifts

the evoked firing probability towards higher frequencies,

in agreement with the expected increase in the subthresh-

old fR (Fig. 5D). The comparison of the frequencies at

which the CPDF curves reached a probability of 0.5

(FP0.5) reveals that the reduction of Rin produces a

�2 Hz rightward shift in the evoked firing probability curve

(from 3.8 ± 0.7 to 6.0 ± 0.8 Hz; Wilcoxon matched-pairs

test, P= 0.0078; n= 8; Fig. 5E).
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Fig. 5. Modulation of spiking resonance by adding a virtual constant somatic conductance. (A). Left, Voltage responses to depolarizing and

hyperpolarizing current pulses of an AM neuron in control conditions (black) and after a 30% reduction in Rin by dynamic clamp (red; from 153 to

94 MX; see additional details in the text). Current pulses are the same in both conditions. Right, Rin values in a group of AM neurons (Control condition:

black empty circles; �Rin condition: red empty circles; n= 8), filled circles are mean ± SEM. (B). Voltage response of a resonant AM neuron under

stimulation with an oscillatory current (blue) at control (black) and �Rin (red) conditions. Stimulation protocol consisted of sequential sinusoidal waves

of discrete frequencies: 0.5, 2, 4, 6, 8, 10, 12 and 14 Hz (each wave was applied during 10 s, with the exception of 0.5 and 2 Hz that lasted 20 s to

sample more periods). Colored areas show the firing frequency range at each condition. (C). Time-scale amplification of the recordings in B labeled by

asterisks (*). (D). Cumulative firing probability for control and �Rin conditions (n= 8). (E). Frequency at which the firing probability is 0.5 (P0.5;

extracted from the curves in D) for both conditions (filled circles are the mean ± SEM). (F). Spike threshold (Thres), perithreshold (Peri) membrane

potential (average of 10 ms window before spike threshold) and the peak of hyperpolarization during ZAP stimulation. (G). Representative recordings

showing the phase shift of spikes fired at control (black lines) and�Rin (red) conditions. The phase was calculated using the positive peak of sinusoidal

current stimuli as a reference. (H). Phase shift in control and �Rin conditions, filled black and red circles, respectively, are average values; Student t

test, 4 Hz T(3) = �3.66P= 0.035, 6 Hz T(6) = �3.3P = 0.016, 8 Hz T(6) = �3.8P= 0.009. (I). Firing advance quantified as the difference in phase

shift between control and �Rin conditions. * = P< 0.05, ** = P < 0.01, **** = P< 0.0001.
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To discard that this firing modulation could have been

generated by other changes, we compared the spike

threshold, the voltage at which a spike is generated (the

average in a 10 ms window before the spike threshold)

and the peak of the hyperpolarization induced with the

ZAP protocol (hyperpolarized potentials) for each spike
fired in both conditions (control and �Rin, Fig. 5F).

Neither of these parameters was different, suggesting

that the voltage trajectory during oscillations and the

activation of voltage-sensitive conductances was

equivalent in control and �Rin conditions. Therefore, the

changes in firing frequency are most probably driven by
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changes in fR associated to the increase in somatic

conductance.

To evaluate if modulating U influenced the timing of

the spikes, we quantified the phase-shift of each spike

relative to the peak of the sinusoidal current (see

Experimental procedures). When the oscillatory current

reached �4–8 Hz, the AM neurons fired action

potentials with average delays of �13 to �18 deg, the

same range observed for the subthreshold U (Fig. 5G,

black traces). We found that in the �Rin condition the

neurons consistently fired action potentials with a

reduced delay at all tested frequencies (from �12.9 to

9.3 deg at 4 Hz, T(3) = �3.7; P= 0.035; from �9.5 to

3.5 deg at 6 Hz, T(6) = �3.3; P= 0.016; and from

�17.9 to �11.4 at 8 Hz, T(6) = �3.8; P= 0.009;

Fig. 5G, red traces and Fig. 5H). Note that at 4 Hz the

reduction in the delay caused that the spikes were fired

even earlier than the peaks of the oscillatory current

(Fig. 5G, H; vertical dotted line indicates the peak of

oscillatory current used as the reference 0 deg). This

reduction in the phase-shift is traduced into an average

phase advance in spiking in 22, 18 and 13 deg for 4, 6

and 8 Hz, respectively (Fig. 5I, top trace). In the time

domain, this manipulation gives average advances in

spike timing of 15.4, 8.4 and 4.6 ms for 4, 6 and 8 Hz,

respectively (Fig. 5I, bottom trace). These results

support the notion that the modulation of U at

subthreshold potentials is also manifested in the evoked

resonance.

DISCUSSION

The main interest behind resonance is its coincident

frequency range with the theta activity observed in most

brain regions during behavior (Colgin, 2013). This sug-

gests the possibility that individual neurons are endowed

with a mechanism of frequency selectivity, which could

allow them to be engaged during behaviorally relevant

theta activity (Hutcheon and Yarom, 2000; Izhikevich,

2002; Lisman and Jensen, 2013; Schmidt et al., 2017;

but see Stark et al., 2013). Resonant neurons from differ-

ent brain regions display diverse frequency selectivity

along the theta band, suggesting different functional spe-

cializations. Moreover, the modulation of resonance

resulting from the interaction of neuronal intrinsic factors

and external influences could allow the dynamical entrain-

ment of groups of cells during changing network oscilla-

tory states.

Here we characterized the natural diversity of

subthreshold Ih-dependent resonance in three known

types of cortical neurons, assessed the dynamic

modulation of subthreshold resonance in individual cells

by modifying specific neuronal properties and evaluated

whether these regulatory processes could influence

spiking probability and timing. We found that the

distribution of the fR values from the whole population of

theta-resonant cells follows a continuous, negative

power-law relationship with Rin along the theta range.

The fR values from each group are distributed in

subranges within the theta frequencies, displaying some

degree of overlapping. We also showed that neurons

that undergo fluctuations in Rin as a consequence of
changes in holding potential or total somatic

conductance mimicking modifications in passive or

synaptic currents, display a change in fR that follows the

same rule. Importantly, we demonstrated that this

modulation of fR can effectively influence the selective

firing of cortical neurons at theta frequencies, modifying

the output frequency in �2 Hz.

Considering the diverse structural and

electrophysiological features of the studied cell types

and the published results about their average frequency

selectivity, it was expected that they would display

different resonance properties. However, testing their

behavior in the same experimental conditions allowed a

more detailed comparison of the resonant behavior of

heterogeneous populations of neurons. At

hyperpolarized potentials, we found clear differences in

the fR average values for each group along the theta

band, as well as in other resonance features. fR was

higher in SL than in HP and reached its lowest value in

AM. We also observed variability in the resonant

behavior in cells of the same type. Diverse factors could

underlie these differences, such as dissimilar properties

and distribution of voltage-dependent conductances,

differences in the passive membrane properties, cell

size and morphology.

Differences in Ih-dependent frequency preference

have been reported in distinct brain regions, among

locations of the same structure, as well as along the

somato-dendritic axis of individual neurons. SL neurons

display a gradient in fR along the dorso-ventral axis of

the entorhinal cortex, caused by differences in the

properties of the HCN-channels (Giocomo and

Hasselmo, 2008); larger Ih time constants in the ventral

region generate lower fR. Interestingly, the fR gradient

along the dorso-ventral axis is accompanied by opposite

changes in Rin and intrinsic cell excitability. Moreover, a

higher HCN-channel and h-current densities at the distal

dendritic region of CA1 pyramidal cells increase fR and

Up along the somato-dendritic axis (Magee, 1998;

Narayanan and Johnston, 2007, 2008). This spatial gradi-

ent in Ih also generates opposed differences in Rin and a

corresponding modification in cell excitability along den-

drites (Magee, 1998; Narayanan and Johnston, 2007).

On the other hand, the induction of NMDAR-dependent

long-term synaptic potentiation or depression generates

an increase or decrease in fR, respectively, along the

somato-dendritic axis of CA1 pyramidal neurons, relying

on opposed changes in h conductance (Brager and

Johnston, 2007; Narayanan and Johnston, 2007). Heb-

bian synaptic plasticity also causes compensatory modifi-

cations in Rin and neuron excitability that inversely

correlate with fR changes. Moreover, up or down regula-

tion of Ih-maximal conductance underlies homeostatic

changes in excitability after chronic activity enhancement

or deprivation in CA1 pyramidal neurons (Gasselin et al.,

2015). These observations are in line with the inverse cor-

relation between fR and Rin that we are reporting. More-

over, we found an empirical rule describing this

relationship that holds for the whole population of neu-

rons, in spite of the strong heterogeneity of the different

groups.
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An interesting point that emerges from the relationship

between Rin and fR is that the range of Rin naturally

occurring in neurons, sets and constrains the frequency

preference specifically to the theta range, mostly

between 2 and 10 Hz. Moreover, in subsequent

experiments we show that, while the Rin of SL neurons

ranges from 10 to 50 MX at rest, it can reach up to

100 MX at perithreshold conditions, with fR fluctuating

within the theta range. A similar interval of modulation

was obtained for constant conductance injections that

change Rin in a physiological range.

To explore the basis of this relationship and how it

depends on the properties of the different cells, we

compared the results with those predicted by the

analysis of linear systems (Richardson et al, 2003;

Rotstein and Nadim, 2014; for more details, see the

Appendix). While this formalism was developed for spher-

ical (or point) cells and makes additional assumptions, it

provides a first approximation to explore trends relating

neuronal properties and resonance attributes. For hyper-

polarized membrane potentials, we only considered Ih and

ILeak. Using Rin and the measured resonance and phase

attributes, we obtained numerical estimations of the mem-

brane parameters underlying the differential frequency

selectivity of our cells. The exploration pointed to differ-

ences in the densities of the HCN channels or a stronger

coupling among Ih and voltage, as the basis for resonance

diversity among the different neuron types. No apparent

influence of the passive membrane conductance was

detected in the case of SL and HP. A similar interpretation

stands for to the variability inside a group (only HP cells

were compared to each other). In the case of AM neu-

rons, additional influences of passive properties may

exist.

Changes in Rin would modify the excitability of

neurons, as observed along the dorso-ventral axis of the

entorhinal cortex and along the dendrites of

hippocampal cells (see above). A simple explanation is

the presence of diverse Ih properties, including

differences in HCN density and distribution, as well as in

voltage- and time-dependent activation. While in our

case the fR-Rin relationship holds for the somato-

dendritic compartment of neurons, these previous

results suggest that it may be a more general property.

Whether these observations can be generalized to other

forms of subthreshold resonance or to other cell types

like resonant GABAergic interneurons, requires to be

determined.

Differences in passive membrane properties and

cytoarchitecture should also be considered. In fact, in

contrast to the predictions for SL and HP neurons, the

resonant behavior of AM neurons suggested differences

in the passive properties. Among them can be the

expression levels of background conductances like

GIRK or two-pore domain K+ channels (Enyedi and

Czirjak, 2010; Kim and Johnston, 2015) and the total

membrane area and shape of the somato-dendritic com-

partment. While there is no available information about

heterogeneities in the expression of background conduc-

tances in the studied neurons, there is a clear difference

in the size of the cell bodies and main dendrites that con-
form their somato-dendritic compartment. AM neurons

are the smallest, with spherical �10 mm somas and rela-

tively short dendrites, HP neurons have pyramidal 15–

20 mm somas and SL neurons have a multipolar shape

with a soma of �23 mm and multiple dendrites highly

branched producing the stellate shape (Klink and

Alonso, 1997). This diversity is expected to influence ionic

fluxes among cellular compartments and spatiotemporal

signal integration, with an impact in both Rin and fR values

in different cell locations.

Among the factors that influence Rin and can

contribute to the dynamic modulation of fR and U are

the activation levels of subthreshold voltage-sensitive

conductances. When cortical neurons depolarize, Rin

varies due to activation or deactivation of voltage-

dependent conductances like Gh, GM or GNaP (Surges

et al., 2004; Yamada-Hanff & Bean, 2015; Ceballos

et al., 2017; Vera et al., 2017), resulting in nonlinear

amplification of voltage responses when tested outside

of the linear regime (Rotstein, 2015). We showed that,

by using low amplitude stimuli causing a voltage deflec-

tion around 5 mV peak-to-peak and generating a quasi-

linear cellular response, resonance varies according to

fluctuations of Rin, following the fR-Rin rule. At hyperpolar-

ized potentials, Ih reaches a maximum and Rin a minimum

(Surges et al., 2004). At this point, the neurons express

their highest fR and lowest U (fastest response). At more

depolarized potentials (above �70 mV) the decrease in Ih
is expected to moderately increase Rin and ZMax, shifting

fR to lower values and increasing U. However, above

�70 mV, INaP starts to activate, favoring a further increase

in Rin (Ceballos et al., 2017; Vera et al., 2017). Thus, the

currents that increase the impedance and amplify reso-

nance (like INaP) might play a pivotal role in the tuning of

the frequency preference and neuron response timing,

raising the perithreshold Rin, increasing the range for fR
and U modulation and facilitating the communication of

resonance to the spiking regime.

One limitation of our experimental approach is that we

focused our manipulation to constrain neural responses

inside a quasi-linear range, by applying low amplitude of

ZAP stimuli. In this regime, we minimized the

contribution of nonlinearities that might arise from the

interaction between resonant and amplifying voltage-

dependent currents, as predicted by mathematical

models (Rotstein, 2015). In SL and AM neurons,

perithreshold resonance depends on Ih and if high enough

levels of INaP are recruited, nonlinear amplifications can

occur. Further experimental investigation is required to

understand the effects of nonlinearities in the modulation

of subthreshold resonant behavior and input resistance of

heterogeneous populations of neurons, as well as in the

tuning of firing behavior.

In addition to Rin changes resulting from modifications

of the leak or voltage-dependent conductances, a major

source of Rin variation is the activation of synaptic

receptors. Regardless of their excitatory or inhibitory

nature, their activation by synaptic stimulation increases

the membrane conductance with a consequent

reduction in Rin. It has been postulated that neurons

that are part of active circuits in vivo receive a plethora
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of uncorrelated excitatory and inhibitory synaptic inputs

that generates drastic Rin variations, as a drop to 10%

of the values observed in vitro (reviewed in Destexhe

et al., 2003). According to our results, controlled conduc-

tance increases rises fR in �2 Hz. Therefore, we can

hypothesize that massive conductance fluctuations, as

those due to dynamic changes in synaptic bombardment,

could allow a fast tuning of fR. These results agree with

previous theoretical work that proposed changes in mem-

brane conductance as a mechanism to modulate reso-

nance (Hutcheon et al., 1996a; Richardson et al., 2003;

Rotstein and Nadim, 2014). Our experimental results

and computer simulations allow estimating the range of

fR and Rin modifications that could occur during conduc-

tance changes produced by variations in synaptic tone

in natural conditions and provide a framework to structure

this modulation by dynamically moving on the fR-Rin curve

along the theta range. Interestingly, recent work showed

that human cortical neurons display a high Rin at the den-

drites due to a reduction in the number of ion channels

(Beaulieu-Laroche et al., 2018), raising the possibility of

a large range of resonance modulation in human neurons.

In order to have a role in neuronal processing,

subthreshold resonance should influence action

potential firing. The relationship between subthreshold

resonance and evoked firing is complex and not

completely understood (Rotstein, 2017a). For low enough

input amplitudes, resonant neurons could communicate

their subthreshold frequency selectivity to the firing

regime, as has been observed in vitro and in theoretical

works (Pape et al., 1998; Pape and Driesang, 1998;

Erchova et al., 2004; Ulrich, 2002; Vera et al., 2014,

2017; Rotstein, 2017a), and also in vivo under anesthesia

(Kamondi et al., 1998; but see Stark et al., 2013). For a

cell depolarized to a voltage close to action potential

threshold, it is more probable that subthreshold reso-

nance could influence the firing frequency. In behaving

animals, intracellular recordings in both SL and HP neu-

rons showed that, when coding space (grid or space field,

respectively), neurons are depolarized to perithreshold

level, the membrane potential oscillates at theta fre-

quency and they fire at the peak of the oscillations

(Harvey et al., 2009; Domnisoru et al., 2013). While it is

not clear whether these neuronal theta oscillations result

from resonant filtering of synaptic inputs or correspond

to intrinsic subthreshold membrane potential oscillations,

there is a large body of evidence showing that cells

receive theta oscillatory inputs generated by the coordi-

nated activity from multiple theta oscillators of the septum,

as well as by oscillatory activity generated inside the hip-

pocampal region (reviewed in Colgin, 2013). Therefore, it

could be hypothesized that, under physiological condi-

tions, resonant neurons receive theta oscillatory inputs

that can be selectively filtered by resonance. We showed

that the firing probability of a neuron is regulated by add-

ing or subtracting a virtual constant somatic conductance.

In a neuron displaying resonance at perithreshold poten-

tials, a slight increment in the steady-state depolarization

or stimulus amplitude would lead the cell to fire with a

higher probability at fR. In this speculative scenario, a con-

stant synaptic tone or the average steady-state compo-
nent of a synaptic noise (Rudolph et al., 2004), could be

the external variables depolarizing the neuron beyond

threshold, modulating the frequency preference along

the theta band and adjusting the timing of spikes in the

millisecond range. While the increase in conductance is

expected to reduce cell excitability, we have shown that

this does not preclude the emergence of spiking reso-

nance, probably because of the high Rin values attained

at perithreshold potentials. The extent at which the pro-

posed model holds under physiological conditions

remains to be addressed.

In summary, we provide detailed evidence for the

natural variability of fR and U among different cell types

and in each cell type. Despite the high heterogeneity in

the resonant properties, the fR and U of cortical neurons

can be set along the theta range in a close inverse

relationship to their Rin. It is noteworthy that, in spite of all

the factors that could influence resonance and Rin (like

the magnitude and distribution of membrane

conductances, dendritic and somatic morphologies, etc.),

it is still possible to find such a high degree of correlation

among them. Moreover, during changes in individual

cells like increases in the overall conductance or

depolarization to perithreshold levels, the fR-Rin is

preserved. This suggests that these variables are linked

in more general terms, that could be related to neuron

excitability. Importantly, as subthreshold and evoked

spiking resonance can be regulated by changes that may

occur under physiological conditions, the frequency

preference could be dynamically adjusted. Whether

cortical circuits effectively implement this mechanism of

fR modulation to promote changes in the oscillatory

activity along the theta range requires further investigation.
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APPENDIX

Parameter exploration for a linear system

We have assessed the natural variability of subthreshold

frequency preference among heterogeneous populations

of theta-resonant neurons and evaluated the changes

produced by controlled modifications in GLeak or by

adjusting the holding potential.

Along our experiments, we studied the linear resonant

behavior of our neurons by applying low enough input

currents. Linearized conductance-based models have

been used to characterize resonance in terms of the

properties of the involved membrane currents

(Richardson et al., 2003; Rotstein and Nadim, 2014). This

formalism provides a simplified framework for modelling

systems with different resonant and amplifying currents.

The three cell types we are studying display Ih-
dependent resonance at hyperpolarized membrane

potentials, and thus a minimal model should comprise Ih
and ILeak. These studies addressed the modifications in

resonance attributes occurring after changes in one or a

combination of the neuronal biophysical parameters and

membrane potential (Richardson et al., 2003; Rotstein

and Nadim, 2014). Moreover, the impedance and phase
profiles can be calculated analytically. Therefore, compar-

ing our experimental results with the predictions of these

models can provide hints about the membrane features

that may underlie the resonance heterogeneity of our cells

along the theta band. This approach could also predict the

changes in resonance parameters observed upon differ-

ent experimental manipulations, as well as their relation-

ship to Rin.

We first aimed to explore the factors that could

influence the diverse resonant behavior of the three cell

types. Interestingly, in spite of the diversity in size,

morphology and other electrophysiological properties of

the neurons from the three regions, we were able to

detect some trends by using a linear spherical model.

This model applies for small voltage fluctuations around

a fixed holding voltage V. In this approximation,

theoretical equations for the impedance and phase

profiles, Z(f) and U(f), respectively, can be derived and

expressed in terms of four parameters: the cell

capacitance C, the Ih activation time constant sh and the

effective leak and ionic conductances, gL and g1,

evaluated at V (Richardson et al., 2003; Rotstein and

Nadim, 2014). Note that g1 represents the coupling

between voltage and Ih.

gL ¼ GLeak þGhX1;1ðVÞ ð10Þ

g1 ¼ GhX
0
1;1 V

� �
V� Eh

� �
; ð11Þ

GLeak and Gh are the maximal biophysical

conductances (in nS) for ILeak and Ih, and X1,1 is the

steady-state activation curve for Ih. A detailed

investigation of the dependencies of the Z(f) and U(f)
profiles on these parameters was conducted in (Rotstein

and Nadim, 2014). We will use these tools to discuss

our observations and explore the intrinsic factors that

may contribute to the diversity in the resonance properties

of our cells. For this, it is useful to define the biophysical

conductance densities GLeak* and Gh* (where Gi* = Gi/

C, in nS/pF) and the effective conductance densities gL*
and g1* (gi* = gi/C, nS/pF).

In both theoretical and experimental studies, the

mostly used parameters to characterize Z(f), are fR,
ZMax, the resonance strength Q and the frequency

selectivity (impedance right-bandwidth). An alternative

approach is to consider Rin as an experimental measure

of the zero-frequency impedance Z(0).
The analytical expressions for fR, the zero-phase

(phasonant) frequency fP and ZMax (Richardson et al.,

2003; Rotstein and Nadim, 2014), are

fR ¼ 1

2psh
shðg�

L þ g�
1Þ þ 1

� �2 þ shg�
L þ 1

� �2h i1=2
� 1
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In addition, analytical expression for Rin can be

obtained by applying the linear approximation for a low-

amplitude current step,

Rin ¼ 1

cðg�
L þ g�

1Þ
ð15Þ

In our case, we obtained experimentally the values of

these resonance attributes and explored the differences

in membrane properties that could contribute to the

observed heterogeneity. We will first summarize some

general trends outlining the influence of the different

membrane parameters on Z and U profiles (Rotstein

and Nadim, 2014). A first factor to be considered while

analyzing cell diversity are the differences in membrane

capacitance (see Table 1 for estimated average values

of C for each population). In the trivial case in which the

cells from the different groups displayed similar GLeak*
and Gh*, and Ih time and voltage-dependencies, i.e. for

preserved sh, gL* and g1*, an increase in C would cause

the whole impedance curve to decrease by a factor, with

Z1(f)/Z2(f) = C2/C1. Thus, C differences may strongly and

inversely affect both ZMax and Rin. On the other hand, fR,
Q and the whole U profile are independent of C. With

respect to the time constant sh, it influences Z in the theta

band, but it is less relevant for lower or higher frequen-

cies. As is the case for Z at 20 Hz and for Rin (Z(0)). For

fixed values of gL* or g1*, an increment in sh reduces

the filtering effect of Ih and thus is expected to increase

ZMax and Q(Z(0) does not change). On the other hand,

increases in sh should reduce both fR and fP. With regards

to the effective conductances, increases in either gL* or

g1* should increment fR and reduce Rin and ZMax. How-

ever, g1* increases Q (because Rin decreases more than

ZMax), while gL* decreases it. It should be noted, however,

that modifications in g1* or gL* could be due to differences

in the biophysical conductances or in the Ih steady-state

activation curve, or both. In the linear approach, reso-

nance is described in terms of the effective conductances

and thus it is not possible to dissect which are the bio-

physical bases of the differences in g1*, unless the

voltage-dependence of Ih in each specific cell species

were known (Eq. (11)). Note also that changes in g1* will

in general be accompanied by modifications in gL* (Eqs.
(10) and (11)). On the other hand, changes in gL* would
also be accompanied by modifications in g1*, with the

exception of changes involving GLeak* only. Therefore, in

general, it is not straightforward to predict the impact of

changes in the effective conductances separately. How-

ever, some observations could provide hints in specific

cases. Increases in GLeak* should decrease the whole Z
curve, thus, while Ih does not affect the magnitude of Z
at high frequencies, changes in GLeak* do. Hence, com-

paring Z(20) among cells after correcting for the differ-

ences in C, allows detecting possible changes in GLeak*.
Also, while an increment in either Gh* or GLeak* would

increase fR and decrease ZMax and Rin, a critical difference

is that Gh* would rise and GLeak* diminish the resonance

strength Q.

As several intrinsic parameters could vary among the

three heterogeneous populations of resonant cells, the

exploration of the factors influencing resonance
heterogeneity is expected to be complex and the

conclusions may be limited. A simpler situation to

explore the application of these concepts are the

experiments from Fig. 3, where a change in GLeak* was

mimicked in HP cells by adding or subtracting a virtual

constant conductance G through the dynamic clamp,

while keeping constant the steady-state voltage V. As

expected, in the G> 0 condition (higher GLeak*), fR
increases while ZMax, Rin and Q decrease relative to

control (Fig. 3F–H). Note also that a decrease in Z at

20 Hz is observed in Fig. 3E (left), even though in these

experiments the average C is not changing, which is

consistent with the experimentally generated increase in

GLeak*. Finally, in line with the constant Gh* in these

experiments, fP does not change significantly (Fig. 3J

and Eq. 13). The opposite occurs for G< 0. Thus, in

these experiments the trends for the changes in Z and

U are those expected for increasing or decreasing the

GLeak*, while keeping unaltered the other membrane

parameters and V.
We will first examine resonant behavior in HP and SL

neurons (HP-SL direction). The increase in C among

these cells would cause by itself a reduction in Z by a

factor of ZSL/ZHP = CHP/CSL � 0.75 (see Table 1).

However, the observed decrease in ZMax and Rin were

higher, with ZMax,SL/ZMax,HP = 0.61 and Rin,SL/Rin,

HP = 0.4. Possible explanations are increases in either

g1*, relying on a higher Gh* or a stronger coupling

between voltage and Ih, expressed by the steepness of

the activation curve, or in gL*, as well as decreases in sh
(only for ZMax, as Rin is measured at steady-state

conditions and is independent of sh). Similar changes in

parameters (higher g1* or gL*, or lower sh) could

underlie the higher fR in SL (8.7 Hz) compared to HP

(6.5 Hz). Moreover, zero-phase frequency fP is also

higher in SL (HP: 2.9 ± 0.24 Hz, n= 11; SL: 6.05

± 0.27 Hz, n= 11; T= 8.6, P= 3.8 E-8). In contrast

to fR, fP only depends on g1* and sh, in opposite ways:

while g1* increases fP, sh decreases it. Thus, the higher

fP in SL would result from the balance between these

two parameters. On the other hand, the increase in Q in

the HP-SL direction (QHP = 1.23, QSL = 1.62; Table 2)

is also consistent with a higher g1*. In contrast, a higher

gL* or a lower sh would have the opposite effect on Q.

Interestingly, when comparing the values of Z(20), (that
depends on C and GLeak*), we found that Z(20),SL/Z
(20),HP � 0.7, supporting a major influence of C, as CHP/

CSL � 0.75). This suggests that the biophysical

conductance density GLeak* does not significantly differ

in these two cell types. Overall, our observations

suggest that, at �80 mV, the differences in resonance

properties of HP and SL neurons mainly rely on a

higher Gh* or Ih activation level in the second group. It is

not clear a priori which could be the differences in sh, as
some observations suggest it may be higher in SL and

others, the opposite. Finally, the similar values of Z at

20 Hz in SL and HP neurons, after correcting for C,

suggest that both cell types may have comparable

GLeak* values.
We will later use a quantitative approach to estimate

the values of the parameters, based on the analytical
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Table 4. sh, g1* and gL* parameters calculated from a linearized conductance-based model of resonance, using the experimental values of Rin, ZMax fR
and fP. C values were estimated from the experiments. The biophysical conductances Gh* and GLeak* were calculated using published Ih steady-state

activation functions for of SL and HP cells (see Text). The SL function was used for AM cells

C (pF) sh (ms) gL* (nS/pF) g1* (nS/pF) Gh* (nS/pF) GL* (nS/pF)

SL 160 66 0.125 0.109 0.107 0.07

HP 120 43 0.095 0.033 0.035 0.085

AM 80 38 0.044 0.017 0.019 0.035
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equations for the Z and U profiles (Richardson et al.,

2003; Rotstein and Nadim, 2014) and using general avail-

able information about the Ih voltage-dependence and

kinetics in SL and HP cells.

When considering the differences in the AM-HP

direction, similar trends as for HP-SL were observed in

most, but not all, resonance attributes. Shared features

were an increase in fR, a decrease in ZMax (beyond the

expected reduction due to the higher C in HP) and a

rise in Q (see details in Table 2), also supporting an

increase in g1* in the AM-HP direction. However, the

differences in the whole impedance curve were

significantly more pronounced than for HP-SL. The

comparison of Z at 20 Hz in the AM-HP direction

showed a reduction of ZHP(20)/ZAM(20) � 0.45, which

cannot be fully explained by the increase in C, as CAM/
CHP � 0.67. This suggests that, besides the increase in

g1* between AM and HP, an additional increase in

GLeak* could occur. When comparing fP among these

populations, a trend was observed for a lower value in

AM, however, the differences were not statistically

significant (AM: 1.83 ± 0.45 Hz, n= 7; HP: 2.9

± 0.24 Hz, n= 11; T= 2.1, P= 0.07), perhaps due to

the more noisy U curve at low frequencies.

For a closer exploration of the intrinsic properties

influencing resonance in the three cell types, we used

the analytical expressions for Z(f) and U(f) derived using

the linear system approximation (Richardson et al.,

2003; Rotstein and Nadim, 2014). By solving these equa-

tions for sh, g1* and gL* in terms of Rin and other measured

resonance attributes as fR, ZMax and fp (Table 2), we

obtained numerical estimations of these parameters (we

used the approximated average C values displayed in

Table 1). Interestingly, combining the Eqs. (12), (14)

and (15), expressed in terms of the effective conductance

densities, we obtained the following equation for the time

constant sh:

sh ¼ 1

ð2pfRÞ2C
1

Rin

� �2

� 1

ZMax

� �2
" #1=2

ð16Þ

The C values used and the calculated sh were, SL:

C= 160 pF, sh = 66 ms; HP: C= 160 pF, sh = 43 ms

and AM: C= 160 pF, sh = 66 ms. Notably, the reported

sh for SL and HP around �80 mV are �73 ms and

�47 ms, respectively, in close agreement with the

calculated values (Magee, 1998; Giocomo and

Hasselmo, 2008).
Next, we obtained g1* from Eq. (13), and gL* from Eq.

(15), introducing the average experimental values of fP
and Rin. In the case of SL and HP cells, we used pub-

lished values for the steady-state activation curves of Ih
(V1/2 = �79 mV, k= 9.8, for SL and V1/2 = �88 mV,

k= 8.8; for HP) (Magee, 1998; Giocomo and

Hasselmo, 2008) to obtain a somatic estimation of the

biophysical conductance densitiesGh* andGLeak*. A sum-

mary of the calculated effective and biophysical mem-

brane parameters is shown in Table 3.

It should be noted that similar values of the effective

conductances can be calculated for the model of

Table 1, by using Eqs. (10) and (11). The discrepancies

in the estimated biophysical conductances Gh* and

GLeak* are due to the different activation curves and

time constants used. As mentioned before, the system

is described by the linearized parameters, and distinct

configurations of biophysical properties could generate

similar results. Moreover, as for the previous model, the

parameters for AM cells describe the properties of the Z
function but fail to reproduce the U profile. AM neurons

are highly dissimilar in size and morphology and display

a wide range of Rin values. Thus, considering them as

part of only one main group sharing similar resonance

properties may not be appropriate. On the other hand, it

is possible that the magnitude of C assigned to this

population was overestimated. In our approach, the

value of sh calculated from Eq. (16), and the other

parameters, are strongly influenced by the specific C
value chosen to represent the whole population.

Interestingly, reducing the magnitude of C, while

preserving the factor shC (Eq. (16)), allows a proper

reproduction of the Z and U signatures, and the

resulting GLeak* approaches the values of SL and HP. A

more detailed investigation of the properties of this type

of resonant cells is required to evaluate this possibility.

The results summarized in Table 4 agree with the

prediction of an increase in g1* in the AM-HP-SL

direction and this increment is enough to compensate

for the effects of a diminished sh. Moreover, the results

are consistent with a similar GLeak* among SL and HP.

Finally, it is important to add that a cell by cell analysis

of the HP group in isolation revealed a positive correlation

between fR and the resonant strength Q (not shown),

which suggests that the diversity in frequency selectivity

inside this population also relies specifically on g1*, and
that GLeak* is preserved. In addition, a higher sh could

also contribute to an increased Q in cells with higher fR.
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