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Recently, the studies based on Deep Neural Networks and Extreme Learning Machines have become 

prominent. The models of parameters designed in these studies have been chosen randomly and the 

models have been designed in this direction. The main focus of this study is to determine the ideal pa- 

rameters i.e. optimum hidden layer number, optimum hidden neuron number and activation function for 

Deep Neural Networks and Extreme Learning Machines architectures based on growing and pruning ap- 

proach and to compare the performances of the models designed. The performances of the models are 

evaluated on two datasets; Parkinson and Self-Care Activities Dataset. Multi experiments have verified 

that the Deep Neural Networks architectures present a good prediction performance and this architec- 

ture outperforms the Extreme Learning Machines. 

© 2019 Elsevier Ltd. All rights reserved. 
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. Introduction 

Artificial Neural Network (ANN) is computational tool inspired

rom biological neural network system ( Parveen Kumar & Pooja

harma, 2014 ). It is used in many fields such as engineering sci-

nces, specially computer sciences like medical diagnosis ( Jafari-

arandi, Davarzani, Soltanpour Gharibdousti, & Smith, 2018 ), fea-

ure extraction based on image classification ( Aytaç Korkmaz & Bi-

ol, 2018 ), time series prediction ( Panigrahi & Behera, 2017 ) etc.

 considerable amount of research based on the Deep Neural

etworks (DNN) and Extreme Learning Machines (ELM) models

ave been proposed in recent years, such as a DNN model com-

ined with the discrete wavelet transform and principal compo-

ents analysis ( Mohsen, El-Dahshan, El-Horbaty, & Salem, 2018 ); a

NN model combined with signal processing ( Sannino & De Pietro,

018 ), two-hidden-layer ELM ( Qu, Lang, Liang, Qin, & Crisalle,

015 ), two-stage ELM ( Lan, Soh, & Huang, 2010 ), a weighted ELM

or imbalanced class distribution ( Li, Kong, Lu, Wenyin, & Yin,

014 ), face recognition ( Mohammed, Minhas, Wu, & Sid-Ahmed,

011 ), handwritten character recognition ( Chacko, Vimal Krishnan,

aju, & Babu Anto, 2012 ), image classification ( Jun, Shitong &

hung, 2011 ), multiclass classification ( Eirola et al., 2015 ). 

The main focus of this study is to compare and evaluate the

erformances of the Multi-layer ELM architectures and Multi-layer

NN architectures based on growing and pruning approach. Also,

he main contribution of this study is to find optimum hidden
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ayer number and hidden neuron number and determine the ideal

ctivation function for ELM model and ideal couple of activation

unction and optimization function for DNN model. The reason

hy these two architectures are preferred is that these two archi-

ectures are suitable for this approach. 

The rest of this study is organized as follows; Section 2 presents

he related works for ELM end DNN architectures briefly.

ection 3 presents some background on the learning algorithms

e have used. Section 4 addresses the experiments and results

f the DNN and ELM models carried out on two datasets. Finally,

ection 5 draws discussion and conclusion. 

. Literature review 

An overview of some of the previous studies related with

NN and ELM is presented below. Lee et al. tried to estimate

DL-cholesterol by utilizing the DNN model including three input

alues of total cholesterol, HDL cholesterol, and triglyceride. The

odel, which consists of six hidden layers with 30 nodes, was

rained on the dataset collected from Korean National Health and

utrition Examination Survey. The performance of the model was

ested on another dataset collected from Wonju Severance Chris-

ian Hospital. The model presented better performance compared

o other existing methods ( Lee, Kim, Uh, & Lee, 2019 ). 

Feng et al. presented a DNN regression in order to predict so-

idification defects on the small dataset which consists of 487 in-

tances. According to this study, pre-trained and fine-tuned DNN

utperform neural network, support vector machine, and DNN

https://doi.org/10.1016/j.eswa.2019.112875
http://www.ScienceDirect.com
http://www.elsevier.com/locate/eswa
http://crossmark.crossref.org/dialog/?doi=10.1016/j.eswa.2019.112875&domain=pdf
mailto:kakyol@kastamonu.edu.tr
https://doi.org/10.1016/j.eswa.2019.112875
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Fig. 1. An overview of conventional ELM architecture ( Yeom et al., 2017 ). 
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Fig. 2. An overview of the DNN architecture ( Ravi et al., 2017 ). 
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trained by conventional methods ( Feng, Zhou, & Dong, 2019 ).

Kudugunta and Ferrara presented a deep neural networks based

on long short-term memory architecture in order to detect bots on

tweets. For this purpose, contextual features obtained from user

metadata were sent to the DNN architecture. Based on results,

proposed architecture presents high classification accuracy in rec-

ognizing the bots from humans ( Kudugunta & Ferrara, 2018 ). Qi

et al. presented a deep convolutional neural networks with multi-

scale kernels and skip connections to diagnose breast ultrasonogra-

phy images. Firstly, malignant tumors on the image were detected

and then solid nodules were recognized ( Qi et al., 2019 ). Another

deep convolutional neural networks, which includes multiple-layer

perceptrons and convolutional neural networks, were presented

by Yang et al. They proposed a novel regulator named Structured

Decorrelation Constraint in order to tackle both the generalization

and optimization of deep neural networks ( Yang, Xiong, Li, & Xu,

2019 ). 

Cheng and Xiong presented an ELM model in order to improve

the accuracy of dam displacement prediction ( Cheng & Xiong,

2017 ). Yeom and Kwak focused on the prediction of the short-

term electricity-load using a Takagi-Sugeno-Kang-based ELM. They

achieved superior prediction performance and knowledge informa-

tion with four activation functions such sigmoid, sine, radial ba-

sis function, and rectified linear unit ( Yeom, Kwak, Yeom, & Kwak,

2017 ). Lu et al. proposed a novel adaptive weight online sequential

extreme learning machine for predicting time series problems. The

proposed study has good performance with respect to generaliza-

tion performance, stability, and prediction ability ( Lu et al., 2017 ).

Men et al. developed a paraffin odor analysis system. The perfor-

mances of the Support Vector Machine, Random Forest, and ELM

algorithms on original feature set and optimized datasets are eval-

uated. Based on results, the ELM based model outperformed oth-

ers ( Men et al., 2018 ). Hosseinioun used the wavelet transform and

adaptive ELM for prediction of the outlier occurrence in stock mar-

ket time series ( Hosseinioun, 2016 ). Lastly, Huang focused on the

ELM theories such as hidden nodes and hidden neurons that need

to be tuned in learning, and proved that it is good performance

( Huang, Zhu, & Siew, 2006 ). 

3. Background 

3.1. Extreme Learning Machines and Deep Neural Networks 

With the purpose of offering the information about the meth-

ods used in this study, the basic concepts of ELM and DNN archi-

tectures are briefly introduced in this section. Theoretical founda-

tions of these architectures are well rooted from the classical neu-

ral networks architecture and they have been quite popular lately

in the machine learning and data mining studies. 

ELM proposed by Huang et al. (2006) is a new feed-forward

neural network method which is presented high classification ac-

curacy, good generalization ability rapidly ( Cheng & Xiong, 2017 ).

The basic of ELM is generalized as single hidden layer feed-forward

networks where input weights and hidden biases are selected ran-

domly. During the training process, the hidden layer of single hid-

den layer feed-forward networks need not to be tuned. The output

weights are stated by using Moore-Penrose generalized inverse of

the hidden-layer output matrix ( Yeom et al., 2017 ). The structure

of the ELM is shown in Fig. 1. 

f L ( x ) = 

L ∑ 

i =1 

βi G i ( w i , b i , x ) (1)

H ( x ) = [ G 1 ( w 1 , b 1 , x ) , . . . , G L ( w L , b L L , x ) ] (2)
Eq. (1) presents the output function of a generalized single hid-

en layer feed-forward networks. 

Eq. (2) presents the output function in the hidden-layer map-

ing. w i and b i indicate weights and biases between the input

ayer and the hidden layer, respectively. 

Huang revealed that hidden layer parameters can be assigned

andomly and then the output weight can be calculated analyti-

ally ( Huang, Zhu, & Siew, ). Also, the execution time of an ELM

odel is very low and it provides more successful performance

han other algorithms ( Huang et al., 2006 ). As a known subject

n the field of machine learning, of course, these parameters will

ary for any dataset to be studied. Recently, there are many stud-

es based on multi-layers ELM: a) the numbers of multi-layer

nd multi neurons assigned randomly b) average performance was

alculated by utilizing multiple tests (i.e. the program run 10 0 0

imes). For example, Li et al. presented the number of optimum

eurons ( Li et al., 2014 ) and Xiao et al. found the best transfer

unction ( Xiao, Li, & Mao, 2017 ). Deng et al. used random param-

ters and evaluated the averaged results in order to reduce the

ffect of these parameters given randomly ( Deng, Zheng, & Chen,

009 ). 

The theoretical foundations of Deep Learning (DL) are well

ooted from the classical neural networks architecture. In other

ords, DL is an up-to-date ANN architecture, which has been de-

eloped continuously and rapidly with different algorithms and ap-

roaches since the first day of its emergence, will continue to be

opular for a long time in the computer science and other many

elds. DNN which is a general deep framework covers the classifi-

ation or regression analysis applications such as pattern recogni-

ion, data mining, image recognition and natural language process-

ng etc. It is a powerful architecture and very popular in machine

earning achieving successful results by making inferences from a

ataset ( Ravi et al., 2017 ). 

An overview of the proposed DNN is given in Fig. 2 . Input layer

onsists of input parameters for the input, hidden layers consist of

idden neurons and output layer consists of target class parame-

ers. 

hotpaper.net
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Fig. 3. An overview on growing and pruning approach for optimum neuron and 

layer numbers. 
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.2. Growing and pruning approach 

In this approach, firstly, an architecture is designed with mini-

um items. Minimum items indicate the number of necessary hid-

en neurons and layers. As can be seen in Fig. 3 , by applying grow-

ng criteria, new layers and neurons are added to the architecture.

n pruning approach, the architecture is designed with maximum

idden neurons assigned by growing approach and the model is

tarted to be pruned step by step. The following operations are

epeated for both architectures until reasonable performances are

chieved ( Thoma, 2017 ). 

(a) Training the model 

(b) Changing the weights according to a growing or pruning cri-

teria 

(c) Retraining the model 

Thus, the best combination of the growing and pruning ap-

roach has been tried to seek for desired accuracy. 

. Experiments 

.1. Datasets 

Table 1 addressed the information about the datasets. Self-Care

ctivities Dataset, hereafter SCADI having 70 instances includes

elf-care problem information of children with physical and motor

isabilities. Outcome attribute of this dataset has seven categories

s follows: 

(a) Class 1 = Caring for body parts problem 

(b) Class 2 = Toileting problem 

(c) Class 3 = Dressing problem 

(d) Class 4 = Washing oneself and Caring for body parts and

Dressing problem 

(e) Class 5 = Washing oneself, Caring for body parts, Toileting,

and Dressing problem 

(f) Class 6 = Eating, Drinking, washing oneself, caring for body

parts, toileting, Dressing, looking after one’s health and

Looking after one’s safety problem 

(g) Class 7 = No Problem 

SCADI dataset has 16 instances for healthy individuals and 54

nstances having a problem between 1 and 6 class number. 
Table 1 

Information about the datasets. 

Dataset Training / Test size Attributes Class 

SCADI 42/28 205 7 

PD 453/303 753 2 

t  

t  

fi  

c

 

r  

t  

d  
Parkinson Disease (PD) dataset has 756 instances considering

64 patients with PD and 192 healthy individuals. Outcome at-

ribute has 2 categories including 1 and 0 categorical values; hav-

ng PD and not having PD respectively. It is clear that the number

D instances is more than the number non-PD instances. 

.2. Experimental procedure 

All experiments are conducted with Python 3.6 programming

anguage on Anaconda platform using ‘Keras’ and ‘hpelm’ libraries

n the Anaconda environment running on a computer with Intel

7-8550U 1.99 GHz CPU and 8 GB RAM. ‘Keras’ is a deep learning li-

rary that contains large collections of deep learning architectures.

Hpelm’ is an extreme machine learning library that contains large

ollections of the ELM architectures. 

Fig. 4 indicates conducted steps for reliable statistical results.

he reason of comparing these two architectures is that this work-

ow is suitable for both architectures. 

In growing approach, the related neuron or layer number is in-

reased as long as the designed model’s performance is boosted.

f there is no increase in model’s performance, these steps are re-

eated by adding a new hidden layer to the model. If the neuron

umber is bigger than input parameters number, it is continued

ith pruning approach. In pruning approach, concerning neuron

s reduced by one as long as the predictive performance of a de-

igned model is boosted. Note that the number of hidden neurons

ust be bigger than target class number. In other words, if the

idden neuron number is lower or equal to target class number,

xecuting of this method is stopped automatically. 

In literature studies, it has been seen that any model designed

ased on EML and DNN architectures consists of a specific param-

ter value or random neuron and layer number. For the determi-

ation of the best DNN and ELM architectures with an activation

unctions, hidden layers and the neuron numbers, the models are

ested on two datasets. It is aimed to improve the performances of

he models based on growing-pruning method and also decide the

nal classification models based on prediction accuracy. 

The basic processes listed below are carried out for both

atasets; 

(a) Removing some instances including missing values. 

(b) Converting the categorical information such as yes/no to cat-

egorical values such as 1/0. 

The study presents 1) the finding of optimum hidden layer

umbers, hidden neuron numbers, and also ideal activation func-

ion and optimization function for the best DNN model, 2) the

nding of optimum hidden layer numbers, hidden neuron numbers

nd also ideal activation function for the best ELM model. 

‘tanh’, ‘relu’, ‘softmax’, ‘softsign’ and ‘sigmoid’ activation functions

nd ‘Nadam’, ‘RMSprop’, ‘Adagrad’, ‘Adadelta’, ‘Adam’, ‘Adamax’ and

SGD’ optimization functions are used for DNN models. These func-

ions are collected from www.keras.com . It presents detail infor-

ation about these functions. ‘lin’, ‘sigm’, ‘tanh’, ‘rbf_l1’, ‘rbf_l2’ and

rbf_linf’ activation functions are used for ELM models . These func-

ions are collected from www.hpelm.com . It presents detail infor-

ation about these functions. Specifically, as a technical detail, sig-

oid function is used for output layer since One-Hot Encoding is

pplied for target class in DNN models. Besides, in ELM architec-

ures, the classification mode is assigned to ‘c (classifier)’ since the

arget class number is equal to 2 for Parkinson dataset. The classi-

cation mode is assigned to ‘mc (multiclassifier)’ since the target

lass number is more than 2 for SCADI dataset. 

60% of the data is reserved for training and rest of the dataset is

eserved for testing. Thus, each model designed will try to learn on

rain data and successes of the models are evaluated on test sub-

atasets. The Accuracy metric is used to determine any model’s

http://www.keras.com
http://www.hpelm.com
hotpaper.net
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Fig. 4. The flowchart of the proposed study. 
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prediction performance. This metric which is shown in Eq. (3) is

the ratio of the number of correctly classified instances to the

number of all instances ( Shaikh, 2011 ). 

Accuracy = (T N + T P ) / (T N + F P + T P + F N) (3)

where True positive (TP) is the positive instance number predicted

correctly. True negative (TN) is the negative instance number pre-

dicted correctly. False positive (FP) is the negative instance number

predicted as positive incorrectly. False negative (FN) is the positive

instance number predicted as negative incorrectly. 

4.3. Results 

Based on multiple experiments performed on two datasets, the

maximum and minimum accuracies information for the DNN and

ELM models are given in Tables 2 and 3 . 

When Tables 2 and 3 are examined; 

(a) It can be observed that the best prediction performance is%

88.88 obtained with the ELM model with ‘sigm’ activation

function and 2 hidden layers, each of which is 2 and 4 neu-

rons, respectively for SCADI dataset. The best prediction per-

formance is% 97.45 obtained with the DNN model with ‘relu’

activation function, ‘Adagrad’ optimization function and 7
Table 2 

Some of the models designed with DNN and their performances on the test d

Activation function 

SCADI Maximum accuracy 97.45 ‘relu’ 

Minimum accuracy 39.29 ‘sigmoid’ 

Parkinson disease Maximum accuracy 95.15 ‘relu’ 

Minimum accuracy 76.66 ‘relu’ 
hidden layers for each 2, 4, 8, 16, 32, 32 and 16 neurons,

respectively. Thus, the DNN model presented the best per-

formance for this dataset and target variable is predicted ac-

ceptable level by this model. 

(b) It can be observed that the best prediction performance is%

83.70 obtained with the ELM model with ‘sigm’ activation

function and 6 hidden layers, each of which is 2, 4, 8, 16, 32

and 64 neurons, respectively for Parkinson dataset. The best

prediction performance is% 95.15 obtained with the DNN

model with ‘relu’ activation function, SGD optimization func-

tion and 7 hidden layers for each 2, 4, 8, 16, 32, 6 4 and 6 4

neurons, respectively. Thus, the DNN model presented the

best performance for this dataset and target variable is pre-

dicted acceptable level by this model. 

For the sake of comparison, the performances of the best DNN

odels is significantly higher than the best ELM models for all

atasets. In other words, the ELM models is not an effective in

he prediction of target variables. So we can make a generalization

hat the DNN algorithm has stronger performance than ELM mod-

ls. Also, Figs. 5 and 6 shows the predictive accuracies of the DNN

nd ELM models which presents best or worst performance on test

ub-datasets. Based on these figures, the DNN model classified well

he SCADI dataset with 7 hidden layers including different hidden
ata. 

Optimization function Hidden layers and each of which neurons 

‘Adagrad’ [205, 2, 4, 8, 16, 32, 32, 16, 7] 

‘SGD’ [205, 2, 4, 7] 

‘SGD’ [753, 2, 4, 8, 16, 32,64, 2] 

‘RMSprop’ [753, 2, 4, 2] 

hotpaper.net
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Table 3 

Some of the models designed with ELM and their performances on the test data. 

Activation function Hidden layers and each of which neurons 

SCADI Maximum accuracy 88.88 ‘sigm’ [205, 2, 4, 7] 

Minimum accuracy 40.0 ‘tanh’ [205, 2, 4, 8, 16, 7] 

Parkinson disease Maximum accuracy 83.70 ‘sigm’ [753, 2, 4, 8, 16, 32, 64, 2] 

Minimum accuracy 24.23 ‘rbf_l1’ [753, 2, 4, 2] 

Table 4 

The parameters settings for designed the DNN models presented best perfor- 

mance. 

SCADI dataset Parkinson dataset 

Parameters Value Value 

Number of input layer neurons 205 753 

Number of hidden layers 7 6 

Number of hidden layer-1 neurons 2 2 

Number of hidden layer-2 neurons 4 4 

Number of hidden layer-3 neurons 8 8 

Number of hidden layer-4 neurons 16 16 

Number of hidden layer-5 neurons 32 32 

Number of hidden layer-6 neurons 32 64 

Number of hidden layer-7 neurons 16 –

Number of output layers neuron 7 2 

Activation function relu relu 

Learning cycle 100 epochs 100 epochs 

Learning algorithm Adagrad SGD 
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eurons and the DNN model classified well the Parkinson dataset

ith 6 hidden layers including different hidden neurons. 

The parameters settings of the best models are presented in

able 4 . Rectified Linear Units (relu) function which offers nonlin-
ig. 5. The graphical representation of the performances of the DNN and ELM based mod

est ELM model, d) the worst ELM model. 
arity is used for activation function. It is mathematically given by

q. (4) ( Maas, Maas, Hannun, & Ng, 2013 ). 

 

( i ) = max 
(
w 

( i ) T x, 0 

)
= 

{
w 

( i ) T x w 

( i ) T x > 0 

0 else 
(4) 

In Eq. (4) , w 

(i)T : i. The weight vector for hidden layer, x: input 

For SCADI and Parkinson data, respectively, ‘Adagrad’ and

Stochastic Gradient Descent (SGD)’ optimization functions pre-

ented best performance. ‘Adagrad’ is a method eliminating the

roblem arising from the constant learning coefficient in the gra-

ient descent method. According to this method, the learning co-

fficient is updated in each step ( Duchi, Hazan, & Singer, 2011 ).

GD provides quick results by making a parameter update for each

raining example x and target variable y and can also be used for

nline learning ( Ruder, 2019 ). 

Table 5 presents the information about the previous studies and

he proposed study considering the methods and approaches. The

erformance of the proposed study is compared with these studies.

(a) Along with many studies performed on different Parkinson’s

disease datasets, recently, this dataset has been introduced

by Sakar et al. They presented a study on PD classification
els for the SCADI dataset; a) the best DNN model, b) the worst DNN model, c) the 

hotpaper.net
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Fig. 6. The graphical representation of the performances of the DNN and ELM based models for the Parkinson dataset; a) the best DNN model, b) the worst DNN model, c) 

the best ELM model, d) the worst ELM model. 

Table 5 

Comparison of the performance of the studies in the 

literature. 

Studies Accuracy 

Parkinson 

Sakar et al. (2013) 86% 

The proposed method – DNN base 95.15% 

The proposed method – ELM base 83.70% 

SCADI 

Zarchi et al. (2018) 83.1% 

Keles and Kilic (2018) 88.57% 

Le and Baik (2019) 85.4% 

Choudhury (2018) 84.75% 

The proposed method – DNN base 97.45% 

The proposed method – ELM base 88.88% 
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based on feature selection and state of arts machine learning

algorithms ( Sakar et al., 2013 ). The performance of this study

is compared only with Sakar’s study because another study

which uses this dataset is not in literature. 

The proposed approach presented 95.15% Accuracy while

Sakar et al. presented % 86 Acc. 

(b) Zarchi et al. introduced a new dataset namely SCADI and

proposed a rule-based and Artificial Neural Network (ANN)-

based two different types of expert systems for the self-

care problems classification of children with physical and

motor disability on this dataset. The ANN-based system has

high accuracy value of 83.1% by using 10-fold cross valida-

tion technique ( Zarchi, Fatemi Bushehri, & Dehghanizadeh,

2018 ). Kele ̧s and Kılıç achieved 88.57% accuracy by utilizing
the combination of Artificial Bee Colony algorithms and two

machine learning algorithms; KNN and Naïve Bayes ( Keles

& Kilic, 2018 ). Le and Baik achieved 85.4% accuracy by uti-

lizing the balanced dataset and feature selection methods

( Le & Baik, 2019 ). Finally, in another study, Choudhury pre-

sented 84.75% accuracy by using the Boruta feature selection

algorithm and Random Forest algorithm on SCADI dataset

( Choudhury, 2018 ). 

The proposed approach in this study presented 97.45% accuracy

alue. In this context, it is thought that the proposed approach is

mportant considering literature contribution. 

. Conclusion and discussion 

In this study, several DNN and ELM models based on growing-

runing method are designed and the performances of these mod-

ls are examined in order to find ideal model. In this context, the

tudy covers the finding of ideal hidden layer number, hidden neu-

on number, the activation function and the optimization function

or the best DNN model. Also, it covers the finding of ideal hid-

en layer number, hidden neuron number and the activation func-

ion for the best ELM model. Another important contribution of

his study is the comparison of DNN and ML-ELM. By comprehen-

ively comparing all models; 

(a) The DNN model with ‘relu’ activation function, ‘Adagrad’ op-

timization function and 7 hidden layers, each of which is 2,

4, 8, 16, 32, 32 and 16 neurons, respectively gave the best

prediction performance with% 97.45 accuracy value on the

SCADI dataset. 

hotpaper.net
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(b) The DNN model with ‘relu’ activation function, ‘SGD’ opti-

mization function and 6 hidden layers, each of which is 2, 4,

8, 16, 32 and 64 neurons, respectively gave the best predic-

tion performance with% 95.15 accuracy value on the Parkin-

son dataset. 

Overall results show that the DNN architectures are superior to

LM architectures. However, it is worth noting that the character-

stics and structure of any dataset directly affect the successes of

lgorithms carried out in the field of machine learning and data

ining. 
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