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This paper proposes an event-triggered reinforcement learning (RL) control strategy to stabilize the
quadrotor unmanned aerial vehicle (UAV) with actuator saturation. As the quadrotor UAV equips with
a complex dynamic is difficult to be model accurately, a model free reinforcement learning scheme is
designed. Due to the practical limitation of actuators, the end of controller is constrained with a bounded
function. In order to reduce the calculation consumption for the onboard computer, an event-triggered
mechanism is developed, which only update the controller when the triggered condition is satisfied.
The proposed controller is implemented with two neural networks which are called critic and actor.
Some advanced RL technologies are utilized for speeding up the train process, e.g. off-policy training,
experience replay, etc. The stability of closed-loop system is proved by the Lyapunov analysis. The sim-
ulation results including a stability task and a tracking task verify the theoretical analysis, in which we
find the updating frequency of controller is decreased greatly.

� 2020 Elsevier B.V. All rights reserved.
1. Introduction quadrotor UAV requires an adaptive controller which is able to
In recent years, the quadrotor unmanned aerial vehicle (UAV)
has received huge interests from many researchers and has
acquired abundant application [1–4]. The quadrotor UAV is becom-
ing one of the most popular Unmanned Aerial Vehicles (UAVs) due
to its attractive features: stable hovering, Vertical Take-Off Landing
(VTOL), high maneuverability, and simple mechanical structure.
However, high performance control for the quadrotor UAV is
difficult because its dynamic is nonlinear, strong coupling, under-
actuated, and Multi-Input Multi-Output. Then parameters uncer-
tainty, different tasks, and capricious work environment increase
the control difficulty. Meanwhile the requirement of optimizing
the compound performance index (e.g, minimizing the state error
and control signal simultaneously) is also a challenge. Thus, the
reject model uncertainty and optimize the performance index.
As the quadrotor UAV arouses interests of many researchers,

various control methods were proposed to achieve required perfor-
mance. At beginning, the linear controllers like PID or PD were
applied on the control for quadrotor UAVs due to easy-
implementation and respectable performance [5,6]. The linear
approach was able to stabilize the quadrotor UAV well in common
tasks, but it might lose performance when the vehicle moved away
from the equilibrium. Then, some nonlinear approaches were
shown to overcome this problem, e.g. the back-stepping controllers
[7], the nonlinear controller with the hierarchical dynamic inver-
sion and recursive control [8], and the second order sliding mode
controller [9]. The conventional nonlinear controller achieved high
performance in the general domain when the high accurate system
model was reachable, which was hard in practical. Meanwhile, the
quadrotor UAV often suffered from many types of disturbance like
wind when it worked outdoor. Considering these issues, some
disturbance reject controllers were developed, e.g. robust signal
compensation controller [10], disturbance observer based con-
troller [11,12], radical basis function neural networks (RBFNN)
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Fig. 1. Structure and frames of the quadrotor UAV.
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compensation based controller [13,14]. The disturbance-rejection
technology enhanced the performance while the quadrotor UAV
worked outdoor. However, there were still some features they
could not satisfy, e.g. optimizing the compound performance
index, rejecting more general disturbance with unknown bounds.

Optimizing the compound performance index for the quadrotor
UAV was a challenge for a long time. The LQ control was a conven-
tional method about optimizing performance index for the quadro-
tor UAV, which simplified the general dynamic to a linearized
system and then acquired the optimal controller by solving the Ric-
cati equation [15]. However, the linearization might cause perfor-
mance loss when the controller worked in the original system. In
fact the Riccati equation was a reduced format of Hamilton-
Jacobi-Bellman (HJB) equation whose solution was the optimal
controller for the original nonlinear system. An effective candidate
for solving the HJB equation was the reinforcement learning (RL),
which could be classified as value iteration (VI) [16], policy itera-
tion (PI) [17] and actor-critic (AC) [18] according to the structure.
Among them, the AC received a great development recent years
in the filed of automatic control, e.g. the deep deterministic policy
gradient algorithms (DDPG) [19], the goal representation dual
heuristic dynamic programming (Gr-GDHP) [20], the iterative
adaptive dynamic programming [21], and the twin delayed deep
deterministic gradient algorithm (TD3) [22]. Moreover, some
researches applied the AC based controller on the quadrotor UAV
control. A reinforce learning based controller was proposed for
the quadrotor UAV control utilizing the Monte-Carlo to approxi-
mate the critic, which was only able to be trained off-line [23].
Then some online AC based methods were developed for the
quadrotor UAV, where the temporal difference (TD) was used to
acquire the critic [24,25]. Although there were many RL based con-
troller which were developed for quadrotor UAV, few of them con-
sidered the calculation consumption and actuators’ saturation.

The calculation consumption and actuators’ saturation were
inevitable problems when the RL based controller was applied on
the quadrotor UAV, because the calculation resource of the on-
board computer was quite limited and the control input for the
motor should be constrained in practical. In order to decrease cal-
culation consumption, the event-triggered (ET) was a good selec-
tion, which only updated the controller when the condition was
triggered. [26,10]. The ET technology was utilized to reduce the
computation cost [27,28] and to relieve communication-load
[29,30] for RL based controller. Meanwhile, the ET technology
was also applied for the UAV control to decrease computational
cost in [1]. But the controller in [31] is relied on the model and
the model-free controller like RL controller is more practical when
the accurate dynamics are difficult to obtain. However, the compu-
tation consumption of the RL controller is larger than the conven-
tional methods, which means that it is necessary to develop ET
algorithms to reduce computation. The actuator saturation was
commonly regard as input constraint problem during controller
design [32]. The input constraint was able to be solved through
modifying the reward function and actor with constrained function
tanh [33,34]. The problem of actuator saturation was studied for
the UAVs’ controllers in[35], but they could not optimize the com-
pound performance index (control error and control consumption)
or reject a general disturbance with unknown bound. In fact, the RL
based controller which considers actuator saturation and ET tech-
nology together was rarely studied for the quadrotor UAV.

Motivated by all these significant works, in this paper, we
develop an ET-RL controller for the quadrotor UAV with input con-
straint. The proposed control scheme is based on the framework of
AC with two neural networks (NN) utilized to implement the critic
and the actor, which is able to driver the quadrotor UAV complete
the stabilized task and the tracking task. The main contributions of
this paper are stated as follow: 1) The event-triggered is first
applied on the RL controller for the quadrotor UAV, which is able
to reduce the calculation consumption obviously for the on-
board PC. 2) The actuators’ saturation is rejected with the modified
reward function and actor; 3) Many advance technologies are
applied for speeding up the train process, e.g. off-policy training,
replay buffer(from DDPG), smooth updating critic(from TD3). 4)
The stability of closed-loop system and the convergence of NN
are guaranteed by Lyapunov analysis. 5)A open-source simulation
environment for quadrotor dynamic is provided.

This rest of this paper is organized as follows. The dynamic of
quadrotor UAV and problem statement are presented in Section 2.
The design of ET-RL based controller and the stability analysis are
indicated in Section 3. Then the simulation results are provided to
show the effectiveness of the proposed control scheme in Section 4.
Finally, several concluding remarks are given in Section 5.

2. Quadrotor UAV system model and problem description

The structure type of the quadrotor UAV studied in this paper is
the ‘x’. For convenient notation, two frames are defined (see Fig. 1):
the inertia frame E is fixed on a preset location and its positive
directions of XYZ are east, north and sky; the body frame B is
located on the center of mass (CoM) of the quadrotor UAV and
its positive directions are head, right and top of the quadrotor UAV.

The dynamic model of quadrotor UAV used here comes from
[36] and is given in (1).

€px ¼ cosu sin h coswþ sinu sinw½ � s4m þ d1

€py ¼ cosu sin h sinw� sinu cosw½ � s4m þ d2

€pz ¼ cos hcosus4
m � g þ d3

€u ¼ _h _w Iy�Iz
Ix

� �
� JR

Ix
_hXR þ L

Ix
s1 þ d4

€h ¼ _u _w Iz�Ix
Iy

� �
þ JR

Iy
_uXR þ L

Iy
s2 þ d5

€w ¼ _h _u Ix�Iy
Iz

� �
þ 1

Iz
s3 þ d6;

ð1Þ

where m is the mass of the quadrotor UAV; regarding the inertia
frame as reference, px;py, and pz are the position of body frame;
the attitude u; h, and w are the Euler angles describing the orienta-
tion of body frame with respect to the inertia frame; s1; s2, and s3
are torques on three axis, whereas s4 is total thrust; Ix; Iy, and Iz
are the moments of inertia (MoI) on three axis of body frame; L is
the length from CoM to center of each actuator; JR notes the MoI
of actuators and XR donates the rotation rate of actuator;
d1; . . . ;d6 are the external disturbances (wind, collision, etc.).

The toques and total thrust depend on the rotation rates of
actuators. According to the system model, the relation between
the thrusts(torques) s and the rotation rate X can be acquired:
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Fig. 2. Control schematic of event triggered reinforcement learning control.
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1 þX2

2 �X2
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4

� �
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1 þX2
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4

� �
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4

� �
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2 þX2

3 þX2
4

� �
;

ð2Þ

where CT ;CM are the parameters which translate the rotation rates
to the thrusts(torques). Then the dynamic of actuator is assumed as
a linear one, and the relation between the rotation rate X and the
control signals u can be shown:

X ¼ kmuþ bm

where km and bm are the motor parameters.
Considering the practical limitation of actuator, it is reliable to

assume that the control signal for quadrotor UAVs is constrained
with a saturated bound, i.e. {juij 6 ka; i ¼ 1; . . . ;4}.

As a vehicle working in the air, the load and power of quadrotor
UAV is very limited, therefore, it cannot carry some powerful calcu-
lation platforms. Considering this problem, in this paper, an aperi-
odic updating controller is designed for decreasing the
computation consumption. For the proposed controller, the data
from sensors are sampled continues, but the control action and
controller parameters are updated on a monotonically increasing

sequence {dijdi < diþ1; i ¼ 0;1; . . . ;1}. di is the ith triggered instant.
In order to describe system more conveniently, we assume the

system state as x, i.e. x ¼ px; py; pz; _px; _py; _pz;u; h;w; _u; _h; _w
n o

; note

the control input as u, i.e. u= u1; . . . ;u4f g. Then the system can be
translated into the follow form:

_x ¼ f xð Þ þ g xð Þu

f xð Þ ¼

x2
d1

x4
d2

x6
�g þ d3ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x27

q
x8

a1x10x12 þ d4ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x29

q
x10

a2x8x12 þ d5

x12
a3x8x10 þ d6
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g xð Þ ¼

0 0 0 0
g0
X g0

X g0
X g0

X

0 0 0 0
g0
Y g0

Y g0
Y g0

Y

0 0 0 0
g0
Z g0

Z g0
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Z
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b1 b1 �b1 �b1
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u ¼ u1;u2;u3;u4½ �T

g0
X ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x21

q
x3 cos x5 þ x1 sin x5

� �
CT
m

g0
Y ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x21

q
x3 sin x5 þ x1 cos x5

� �
CT
m

g0
Z ¼ cT

ffiffiffiffiffiffiffiffi
1�x2

1

p ffiffiffiffiffiffiffiffi
1�x2

3

p
m ;

ð3Þ

where a1 ¼ Jyy�Jzz
Jxx

; a2 ¼ Jzz�Jxx
Jyy

; a3 ¼ Jxx�Jyy
Jzz

; b1 ¼ LCT
Jxx

; b2 ¼ LCT
Jyy

; b3 ¼ CM
Jzz
.

The triggered state is noted with xj, i.e. xj ¼ x dj
� �

. And the related
control action is u dj

� �
, which acts on system during dj to djþ1.

According to the state errors and control constraints, the perfor-
mance index of designed controller for quadrotor UAVs is defined
as follow:
V x tð Þð Þ ¼
Z 1

t
r x sð Þ;u sð Þð Þds; ð4Þ

where r x tð Þ;u tð Þð Þ is the reward function which is defined as follow:

r x tð Þ;u tð Þð Þ ¼ xT tð ÞWx tð Þ þ 2k
Z u

0
tanh�T t=kð Þdt; ð5Þ

where W is a symmetric positive matrices which can be used to set
convergence rate; k is a positive vector which can be used to set
constrained boundary; The function used to generate the control
value is called policy here. u is the control value (called action lat-
ter) generated by a policy l x dj

� �� �
, i.e. u tð Þ ¼ l xj

� �
during dj to

djþ1. Because tanh�T Xð Þ is a monotonic odd function limiting to
�1, the right item of (5) is positive and will increase rapidly when
jt=kj is nears 1. Therefore, the reward will approach infinity when
the actuator saturation happens.

Now, the objective of proposed controller is to stabilized the
system (3) and minimizes the performance index (4). The detailed
design will be shown in the following section.

3. Event-triggered RL controller designed with constrained
control inputs

In this section, a reinforcement learning based controller is
designed for quadrotor UAV. The proposed controller contains a
value function (used for evaluating policy) and a policy (used for
generating action), which are approximated with two neural net-
works. The one approximates the value function is called critic,
and the other is called actor. The general scheme of proposed
method is shown in Fig. 2. The content of this section is organized
as follow. Firstly, considering the action is constrained by actual
actuators, a tanh is utilized to limit the output of the policy. In
order to reduce calculation, an event-triggered condition is
designed and the controller only be updated on triggered instant.
Then the networks’ structure and the training algorithm for the
critic and the actor are presented. Finally, the stability of proposed
method is analyzed.

The infinitesimal version of (4) is provided as:

V�T
x f xð Þ þ g xð Þl xð Þð Þ þ xTWx

þ2k
R l xð Þ
0 tanh�T t=kð Þdt ¼ 0;

ð6Þ

where V�
x ¼ @V� xð Þ=@x and V� xð Þ is the optimal performance index.

Then a optimal policy l� xð Þ can be acquired with following equation
if the system model is known.

l� xð Þ ¼ �k tanh
1
2k

gT xð ÞV�
x

� �
;
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In our event-triggered method, the action is updated on discrete
instant when the set condition is satisfied. Therefore, the system
states received by controller are discontinuous, i.e. xj. And the opti-
mal controller for our method can be described as:

l� xj
� � ¼ �k tanh

1
2k

gT xj
� �

V�
xj

� �
: ð8Þ

Set n Xð Þ ¼ 1
2k g

T Xð ÞV�
X and apply event triggered controller (8)

into (6), a new HJB equation can be obtained:

H x;l� xj
� �

;V�
x; n xð Þ; n xj

� �� � ¼ V�T
x f xð Þ � 2k2nT xð Þ tanh n xj

� �� �
þ xTWxþ 2k

Z �k tanh n xjð Þð Þ
0

tanh�T t=kð Þdt:
ð9Þ

Now, in order to get a high performance controller for the
quadrotor UAV, there are two key problems which should be
solved. The one is to design an event-triggered condition, which
regulator l� xj

� �
stabilized the original system (3); the other is to

develop matching learning algorithm, which can approximate
V� xj

� �
and l� xj

� �
with neural network. The previous one is pre-

sented on 3.1, the latter on is presented on Section 3.2, and the sta-
bility of closed-loop system is analyzed on 3.3.

3.1. Event-triggered regulator designed

Before developing the event-triggered condition, the sampling
error is defined as gap between sampled state and real-time state,
which is noted with ej:

ej ¼ x dj
� �� x tð Þ ¼ xj � x ð10Þ

where the latter item is a more concise format and is used in follow-
ing analysis. Then several assumptions are given:

Assumption 1. n Xð Þ is Lipschitz continuous with respect to
sampling error ej:

jjn xj
� �� n xð Þjj 6 L1jjxj � xjj: ð11Þ
The event-triggered condition is designed as:

jjejjj2 6
k 1� a2
� �jjxjjj2 þ ru xj

� �
b2 ð12Þ

where L1 is parameters in assumptions and a is wanted conver-
gence rate. ru xj

� �
is a function about control value, i.e.

ru xj
� � ¼ 2k

Z l xjð Þ
0

tanh�T t=kð Þdt ð13Þ

Defining b2 ¼ k 1�a2ð Þ
b2

, the event-triggered condition can be

rewritten as:

jjejjj2 6 b2 jjxjjj2 þ ru xjð Þ
k 1�a2ð Þ

� �
jjeT jj2 ¼ jjxjjj2 þ ru xjð Þ

k 1�a2ð Þ
ð14Þ

where et is the event-triggered threshold. Then we can adjust the
event-triggered rate with 0 < b2 < 1, which is designed for balanc-
ing performance and calculation consumption. A smaller b2 means
the more event-triggered times, heavier calculation consumption
and higher performance.
Theorem 1. If there exist a value function V� xj
� �

and a policy l� xj
� �

satisfy the HJB function (9), and the controller is updated with event-
triggered condition (12), then the original system (3) is stabilized.
Proof. Select (4) as Lyapunov function, the derivative of V� xð Þwith
respect to time is acquired:

_V� xð Þ ¼ @V� xð Þ
@x

� �T
_x

¼ V�T
x f xð Þ þ g xð Þl� xj

� �� �
¼ V�T

x f xð Þ þ V�T
x g xð Þl� xð Þ � V�T

x g xð Þl� xð Þ
þV�T

x g xð Þl� xj
� �

;

ð15Þ

where @V� xð Þ is the partial derivative of the optimal performance
index. Substituting (6) and (8) into (15), we obtain:

_V� xð Þ ¼ �2k
R�k tanh 1

2kg
T xð ÞV�

xð Þ
0 tanh�T t=kð Þdt

�xTWxþ kV�T
x g xð Þ tanh 1

2k g
T xð ÞV�

x

� �
�kV�T

x g xð Þ tanh 1
2k g

T xj
� �

V�
xj

� �
¼ �2k

R�k tanh n xð Þ
0 tanh�T t=kð Þdt� xTWx

þ2k2nT xð Þ tanh n xð Þ � 2k2nT xð Þ tanh n xj
� �

;

ð16Þ

The ru xð Þ can be rewritten as follow:

2k
R�k tanh n xð Þð Þ
0 tanh�T t=kð Þdt

¼ 2k2nT xð Þ tanh n xð Þð Þ þ k2 ln 1� tanh2 n xð Þð Þ
h i ð17Þ

And, calculate the following integration:R�k tanh n xjð Þð Þ
�k tanh n xð Þð Þ 2knT xð Þdt
¼ 2k2nT xð Þ tanh n xð Þð Þ � 2k2nT xð Þ tanh n xj

� �� � ð18Þ

Then, according to (17) and (18), we have the following
equation:

2k
R�k tanh n xjð Þð Þ
0 tanh�T t=kð Þdt

¼ 2k
R �k tanh n xð Þð Þ
0 tanh�T t=kð Þdt

þ2k
R �k tanh n xjð Þð Þ
�k tanh n xð Þð Þ tanh�T t=kð Þdt

¼ 2k2nT xð Þ tanh n xð Þð Þ þ k2 ln 1� tanh2 n xð Þð Þ
h i

þ2k
R �k tanh n xjð Þð Þ
�k tanh n xð Þð Þ tanh�T t=kð Þdt

¼ R�k tanh n xjð Þð Þ
�k tanh n xð Þð Þ 2knT xð Þdtþ 2k2nT xð Þ tanh n xj

� �� �
þk2 ln 1� tanh2 n xð Þð Þ

h i
þ 2k

R�k tanh n xjð Þð Þ
�k tanh n xð Þð Þ tanh�T t=kð Þdt

¼ 2k
R �k tanh n xjð Þð Þ
�k tanh n xð Þð Þ nT xð Þ þ tanh�T t=kð Þ

h i
dt

þk2 ln 1� tanh2 n xð Þð Þ
h i

þ 2k2nT xð Þ tanh n xj
� �� �

ð19Þ

Then, substituting (17), 19 and (11) to (16), we get:
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_V� xð Þ ¼ �2k
R�k tanh n xð Þ
0 tanh�T t=kð Þdt� xTWx

þ2k2nT xð Þ tanh n xð Þ � 2k2nT xð Þ tanh n xj
� �

¼ �xTWx� 2k
R�k tanh n xjð Þ
0 tanh�T t=kð Þdt

þ2k
R�k tanh n xjð Þð Þ
�k tanh n xð Þð Þ nT xð Þ þ tanh�T t=kð Þ

h i
dt

þ2k2nT xð Þ tanh n xð Þð Þ þ k2 ln 1� tanh2 n xð Þð Þ
h i

�2k
R�k tanh n xð Þ
0 tanh�T t=kð Þdt

¼ � xj þ ej
� �TW xj þ ej

� �
�2k

R�k tanh n xjð Þ
0 tanh�T t=kð Þdt

þ2k2
R n xjð Þ
n xð Þ tT � nT xð Þ	 


1� tTt
	 


dt

6 �xTj Wxj � 2xTj Wej � eTj Wej

�2k
R�k tanh n xjð Þ
0 tanh�T t=kð Þdt

þk2 n xj
� �� n xð Þ� �T

n xj
� �� n xð Þ� �

6 � 1� a2
� �

xTj Wxj � 1� 1
a2

� �
eTj Wej

�2k
R lxj
0 tanh�T t=kð Þdtþ L21k

2jjejjj2

6 �2k
R lxj
0 tanh�T t=kð Þdt� k 1� a2

� �jjxjjj2
þ L21k

2 þ 1
a2 � 1

� �
jjejjj2;

ð20Þ

where a is a constant smaller than 1; k is the minimum eigenvalue
of W. Define b2 ¼ L21k

2 þ 1
a2 � 1. When (12) is satisfied, _V� xð Þ is neg-

ative when system state leaves the equilibrium. Therefore, the orig-
inal system is stable with controller l� xj

� �
if event-triggered

condition is satisfied. h
3.2. Neural-network based controller designed

In this section, neural networks are utilized to approximate
V� xð Þ and l� xð Þ in proposed reinforcement learning structure. The
network used to approximate V� xð Þ is called critic and the one used
to approximate l� xð Þ is called actor here. The detailed algorithm
process of the proposed event-triggered RL control with actuator
saturation is provided in Algorithm 1.

Algorithm 1 Event-triggered reinforcement learning control
for the quadrotor UAV

Initialize the weights for the actor network and the critic.
For each i 2 1;NmaxEpisodes

	 

do

Initialize x 0ð Þrandomly and set x0 ¼ x 0ð Þ, j ¼ 0
Calculate l0 ¼ k tanh x�T

a /a x0ð Þ� �
for each t 2 1;NmaxSteps

	 

do

Set u tð Þ ¼ lj

Update system information with _x ¼ f xð Þ ¼ g xð Þu tð Þ
Observe the reward r tð Þ and the new state x t þ 1ð Þ
if x tð Þ � xj
�� ��2 > b2eT then
Set rj ¼ r tð Þ,xjþ1 ¼ x tð Þ
Store the transition (xj, lj, rj, xjþ1) in experience buffer e
Sample a batch of transitions from e randomly, and

update the network weights with (25) and (28)
Calculate ljþ1 ¼ k tanh x�T

a /a xj
� �� �

j ¼ jþ 1
end If

end for
end for
For more stable and quicker training, several technologies are
applied. Firstly, experience buffer is designed for storing historical
data and each data including ½ xj; xjþ1;uj; rj �. xj and xjþ1 are system
state in tick dj and djþ1;uj is the control value generated by l xj

� �
; rj

is the reward value. Then, the value function in Q-learning Q � x;uð Þ
is utilized to replace V� xð Þ, which are proved enjoying equal final
performance in [37]. The ideal Q � x;uð Þ can be formulated as:

Q � xj
� � ¼ x�T

c /c xj;uj
� �þ ec dj

� � ð21Þ
where xc is ideal coefficient; ec dj

� �
is the approximation error

between network and real Q �, noting the boundary of Q � with
rc;/c xj;uj

� �
represents hidden layer neurons whose weights are

generally initialised and keep constant. Then l� xð Þ can be formu-
lated as:

l� xj
� � ¼ k tanh x�T

a /a xj
� �� � ð22Þ

where xc is ideal coefficient; /c xj;uj
� �

represents hidden layer neu-
rons whose weights are generally initialised and keep constant;
tanh is the activated function and utilized to constrain output.
x�T

a /a xj
� �

is actually the n xj
� �

in previous section.
Then the critic and actor can be shown as follow:bQ xj

� � ¼ x̂T
c/c xj;uj

� �
l̂ xj
� � ¼ k tanh x�T

a /a xj
� �� � ð23Þ

where x̂c and x̂a approximation coefficient for critic and actor.
Define ~xc as error between ideal coefficient x�

c and approximation
coefficient x̂c . Substituting (21) and (23) to HJB function (9), the fol-
lowing equation can be obtained:

x̂T
c þ ~xT

c

� � @/c xj;uj
� �
@x

xjþ1 � xj
Tj

þ r dj
� � ¼ 0 ð24Þ

where _xj is nearby with xjþ1 � xj
� �

=Tj; and Tj is the sample period
between dj and djþ1; (xj; xjþ1;uj; r dj

� �
) is record data. Then, we design

the update rule for critic:

_xc ¼ gc x̂T
c
@/c

@x
xjþ1 � xj

Tj
þ r dj

� �� �
@/c

@x
xjþ1 � xj

Tj
: ð25Þ

The estimation error between x�
c and x̂c will decrease over

time. Then, l� xj
� �

is the optimal controller which minimizes
Q � xj

� �
. Note ideal parameters of l xj

� �
with x�

a. Rewriting l xj
� �

with Tailor series on uj, we obtain that

l� xj
� � ¼ k tanh x�T

a /a xj
� �� �

¼ kuj þ k 1� u2
j

� �
x�T

a /a xj
� �� lj

� �
þ el dtð Þ

¼ k 1� u2
j

� �
x�T

a /a xj
� �þ ku3

j þ el dtð Þ
ð26Þ

where el tð Þ is the error for abandoning Tailor high order items.
Assume el tð Þ 6 rl.

We have

x�T
c /c xj;lj xj

� �� �
¼ ea dtð Þ

x�T
c /c xj; tanh x�T

a /a xj
� �� �� � ¼ ea dtð Þ

x�T
c xT

c;1xj þx�T
c xT

c;2 tanh x�T
a /a xj

� �� �Þ ¼ ea dtð Þ
x�T

c xT
c;2 k 1� l2

j

� �
x̂T

a þ ~xT
a

� �
/a xj

� �� �
¼ ea dtð Þ

ð27Þ

where ea is network approximation error caused by difference
between l� and ideal action function;
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ea ¼ ea �x�T
c xT

c;1xj �x�T
c xT

c;2 ku3
j þ el

� �
; x̂a is the estimation

weights and ~xa is the estimation error. xc;1 and xc;2 are weights
of first layer of critic. Now, we design the update rule for actor
weights:

_xa ¼ga 1�l2
j

� �
xc;2x�

c x�T
c xT

c;2k 1�l2
j

� �
x̂T

a/a xj
� �þ êa dtð Þ

� �
/T

a xj
� �

ð28Þ

where êa dtð Þ ¼ x�T
c xT

c;1xj þx�T
c xT

c;2ku
3
j ;ga is the train step. As the

control law is only updated when the event-triggered happens,
the real control input can be described as follow:

u tð Þ ¼ u xj�1
� �

dj 6 t < djþ1;

k tanh x̂T
a/a xj

� �� �
t ¼ djþ1:

(
ð29Þ
3.3. Stability analysis of proposed method

In this section, the stability analysis for closed-loop system is
presented. A Lyapunov function candidate is selected which
includes state error, neural approximation error and control input.

Theorem 2. Consider a nonlinear continuous-time system 3 with a
bound constrained controller23. The controller is update when event
trigger 12 happens and the update laws for controller are provided by
25, 28, then the system state x, neural approximation error ~xc; ~xa are
all UUB. Define the closed-loop Lyapunov function with Vcl, then we
have:

Vcl ¼ V� xð Þ þ V� xj
� �þ 1

2gc
tr ~xT

c
~xc

� �þ 1
2ga

tr ~xT
a
~xa

� � ð30Þ

where _V� xð Þ is presented in (20) and _V� xj
� �

is a sample sequence of
_V� xð Þ. Define Vcl;x ¼ 1

2
~xT

c
~xc þ 1

2
~xT

a
~xa.

The proof of the stability of closed-loop system is shown in two
parts including the continuous dynamic (the event is not triggered)
and the jump one (the event is triggered). The first difference of the
Lyapunov function is shown as follows:

Vcl ¼ V� xð Þ þ V� xj
� �þ 1

2gc
tr ~xT

c
~xc

� �þ 1
2ga

tr ~xT
a
~xa

� � ð31Þ

Firstly, we consider the continuous dynamic of system. Taking
the time derivative of Vcl;x and considering (25) and (28), we
obtained::

_Vcl;x ¼ _~xT
c
~xc þ _~xT

a
~xa

¼ x̂T
c

@/
@x

� �T xjþ1�xj
Tj

þ r dj
� �� �

@/
@x

� �T xjþ1�xj
Tj

h iT
~xc

þga /a xj
� �

x�T
c xT

c;2 1� diag l2
j

� �� �
x̂T

a/a xj
� ��h

þx�
cxT

c;1xj þx�
cxT

c;2kl3
j Þx�T

c xT
c;2 1� diag l3

j

� �� �iT
~xa

¼ � ~xT
c

@/
@x

� �T xjþ1�xj
Tj

xjþ1�xj
Tj

� �T
@/
@x

~xc

�ga /a xj
� �

x�T
c xT

c;2 1� diag l2
j

� �� �
~xT

a/a xj
� �

x�T
c xT

c;2

h
� 1� diag l3

j

� �� iT
~xa þ gak /a xj

� �
ea �x�T

c xT
c;2e tð Þ

� �h iT
~xa

¼ � xjþ1�xj
Tj

� �T
@/
@x

~xc

� T
xjþ1�xj

Tj

� �T
@/
@x

~xc

� 
�ga 1� diag l2

j

� �� �
xc;2x�

cx�T
c xT

c;2 1� diag l2
j

� �� �
� ~xT

a/a xj
� �

~xT
a/a xj

� �	 
T þ gak ea �x�
cxT

c;2el tð Þ
� �

/T
a xj
� �

~xa

ð32Þ
then (30) can be rewritten as:

_Vcl ¼ _V� xð Þ þ tr _~xT
c
~xc

� �
þ tr _~xT

a
~xa

� �
6 �a2jjxjj2 þ tr gak ea �x�

cxT
c;2el tð Þ

� �
/T

a xj
� �

~xa

� �
� xjþ1�xj

Tj

� �T
@/
@x

~xc

� T
xjþ1�xj

Tj

� �T
@/
@x

~xc

� 
�tr 1� diag l2

j

� �� �
xc;2x�

cx�T
c xT

c;2 1� diag l2
j

� �� �
� ~xT

a/a xj
� �

~xT
a/a xj

� �	 
T� �
6 �a2jjxjj2 � xjþ1�xj

Tj

� �T
@/
@x

���� ����2

~xck k2

� 1� diag l2
j

� ���� ���2
xc;2x�

c

�� ��1 � K1 xc;2x�
c

�� ��2 � K2

� �
� ~xT

a/a xj
� ��� ��2 þ k

4
r2
l

K1
þ r2

a
K2

� �
ð33Þ

where K1 and K2 are parameters and used for adjust the constrains

boundary. And the minimum of the equation 1� diag l2
j

� ���� ��� is able

to be decided with k according to (23). If the following equations are
satisfied,

~xck k P

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k
4

r2l
K1

þr2a
K2

� �
1�k2ð Þ2�K1

� �
xc;2x�

ck k2�K2

vuut
jjejjj2 6 k�a2ð Þjjxjj2þru xjð Þ

L1k
2 ;

ð34Þ

_Vcl < 0, i.e., the continuous dynamics of the closed-loop system
are UUB.

Then, the jump dynamic part will be analyzed.

DVcl ¼ V� x dþjþ1

� �� �
� V� x djþ1

� �� �þ V� x djþ1
� �� �� V� x dj

� �� �
þ 1

2gc
tr ~xT

c djþ1
� �

~xc djþ1
� �� �� 1

2gc
tr ~xT

c dj
� �

~xc dj
� �� �

þ 1
2ga

tr ~xT
a djþ1
� �

~xa djþ1
� �� �� 1

2ga
tr ~xT

a dj
� �

~xa dj
� �� � ð35Þ

where djþ1 and dj are event-triggered instants. According to the
proof on the first part, the network estimation error are UUB, there-
fore, there exists tr ~xT

c djþ1
� �

~xc djþ1
� �� �

6tr ~xT
c dj
� �

~xc dj
� �� �

and
tr ~xT

a djþ1
� �

~xa djþ1
� �� �

6tr ~xT
a dj
� �

~xa dj
� �� �

at jump instant. Meanwhile,

at the event-triggered instant, x dþjþ1

� �
¼ x djþ1

� �
. Because the contin-

uous dynamic are UUB, there exists V� x djþ1
� �� �

6V� x djþ1
� �� 1

� �
6V� x djþ1

� �� 2
� �

6 . . . 6V � x dj
� �� �

. Therefore, DVcl � 0, the closed
system is UUB when the event is triggered.

3.4. Minimum inter-event period

The inter-event period is the time between two adjacent ET tick,
e.g, tk; tkþ1. The ET controller will degenerate into a continuous one
when the inter-event period equaling zero, which is called Zeno
behavior. The minimum inter-event period is analyzed in this
section.

Considering the practical limit, we make the follow assumption:

f xð Þk k 6 Lf xk k
g xð Þk k 6 Lg

ð36Þ

According to the ET condition (12), we have the following equa-
tion when the ET happen:



Table 1
Parameters of the Quadrotor UAV.

Symbol Description Value Units

m Mass 1.5 kg
g Acceleration of gravity 9.8 m=s2

L Radius of quadrotor 4.5 10�1 m
Jxx Moment of quadrotor inertia 1.75 10�2 N � s2 � rad�1

Jyy Moment of quadrotor inertia 1.75 10�2 N � s2 � rad�1

Jzz Moment of quadrotor inertia 3.18 10�2 N � s2 � rad�1

JR Moment of one rotor 9.90 10�5 N � s2 � rad�1

CT Thrust coefficient 1.11 10�5 N � rad=sð Þ�2

CM Torque coefficient 1.49 10�7 N �m � rad=sð Þ�2

km Motor speed coefficient 6.46 102 rad=s
bm Motor speed bias 1.66 102 rad=s
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b2jjejjj2 P k 1� a2
� �jjxjjj2 þ ru xj

� �
P k 1� a2

� �
xþ ej

�� ��2

¼ k 1� a2
� �

1
2 xk k2 � ej

�� ��2
� �

þ 1
2 xk k2 þ 2 xej

�� ��þ 2 ej
�� ��2

k 1� a2
� �þ b2	 


ej
�� ��2 P 1

2 k 1� a2
� �

xk k2

ð37Þ

when the ET happens, jjejjj ¼ 0. During the inter-event period, jjej jj
jjxjj

varies from 0 to C, i.e. 0 6 jjej jj
jjxjj 6 C, where C is defined as follow:

C ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
2 k 1� a2ð Þ

k 1� a2ð Þ þ b2

s
ð38Þ

Base on the above analysis, we know that the feature of d
dt

jjej jj
jjxjj

affects the minimum inter-event period. According to the assump-
tion in the start of this section, we have the follow equation:

_ej
�� �� ¼ _xj � _x

�� �� ¼ _xk k
¼ f xð Þ þ g xð Þl xj

� ��� ��
6 Lf jjxjj þ LgL1jjxjjj
¼ Lf þ LgL1

� �jjxjj þ LgL1jjejjj
6 L2 jjxjj þ jjejjj

� �
ð39Þ

where L2 ¼ Lf þ LgL1.

Then, submitting (39) to d
dt

jjej jj
jjxjj , the follow equation can be

gotten:

d
dt

jjej jj
jjxjj ¼

_ejk kjjxjj�jjej jj _xk k
xk k2

6 L2 jjxjjþjjej jjð Þ jjxjj�jjej jjð Þ
jjxjj2

6 L2 jjxjjþjjej jjð Þ2
jjxjj2

6 L2 1þ Cð Þ2

ð40Þ

Therefore, the minimum inter-event period (note with tM) can
be bounded as follow equation:

tm ¼ C
d
dt

jjej jj
jjxjj

P
C

L2 1þ Cð Þ2
ð41Þ

From above analysis, the minimum inter-event period exists
and the proposed method is Zeno free behavior.

4. Simulations

4.1. Simulation setup

In order to verify the proposed method more conveniently, we
developed a software framework for quadrotor UAV simulation
called QuadrotorFly, which was open-source on the GITHUB. In
contrast to the existing frameworks [38,39], Quadrotorfly is whole
written with Python (like Matlab) and few extend lib is necessary,
aimed at a friendly and powerful tool for researchers. The software
provided abundant features, i.e. nonlinear quadrotor UAV dynamic,
sensor system with noise, logging, plotting, 3d animation for visu-
alization and organization with multi-UAVs, etc. The following
simulations were all implemented on the QuadrotorFly, and the
main parameters of PC used for simulation include CPU(i7-8086),
memory(DDR4, 64 GB) and hard disk(SSD, 512 GB).
Before simulation, we need to define the simulation parameters.
The quadrotor UAV used for simulations is a ‘x’ type one, whose
physical parameters are listed in Table 1. The reference signals
for the quadrotor UAV are position in XYZ and attitude in yaw.
The control signals for actuators should be between (0, 1). Actually,
the control signal for the quadrotor acts on motor, which is the per-
centage of the throttle of the motor. Therefore, the 0 means 0%
throttle while the 1 means 100% throttle. The initial weights of
critic and actor are chosen randomly within (�1, 1) and the initial
state of the quadrotor UAV is selected randomly too. The neurons’
number of hidden layer in the actor is 100, and the one in the critic
is 300. The activated function of actor is tanh for input constrained.

During simulations, the process of one step contains five sec-
tions: 1) Sensor Reading, the current state of quadrotor UAV can
be read directly here; 2) Action Calculation, calcuate the action
with actor according current state; 3) Dynamic Update, update
the state based on dynamic and action; 4) Policy Train, train the
critic and actor with historical data; 5) Data Collection, record
the simulation data for policy train and presentation. The sample
period Dynamic Update is set as 0.01 s and the update function
is the classical Runge-Kutta. The Action Calculation and Policy
Train are only executed when the event-triggered condition is sat-
isfied, while other sections are runing all steps.

Confirming which section takes the main duty for calculation
consumption is meanful for decreasing cost in quadrotor UAV con-
trol. For analysing this problem, we execute 10000 steps without
event-triggered each step and calculate the average time-costs of
each section. Then, in order to verify the practicability of proposed
method, the same benchmark is completed on the Raspberry plat-
form, which is lightweight embeded computing platform and
widely applied on small vehiles like the quadrotor UAV. The result
is shown on Fig. 3. From the left sub-figure, we get the time cost for
Action Calculation is 3.38 micro-seconds, which means the quadro-
tor UAV can be controlled real-time(250 Hz) if the Policy Train is
off-line. From the right sub-figure, we find the Policy Train occu-
pies the most consumption(77.02%) and the Action Calculation
takes 8:38%. These two operations utilize over 85% calculation con-
sumption of the simulation. Therefore, declining the calculation
cost through event-triggered is reasonable, and the Policy Train
may be able to run on-line when enough calculation consumption
is omitted.

The folloing simulation contain two parts: the stability task and
the tracking task. These task is executed after 200 episodes of pre-
training. An episode pre-training is a process that the quadrotor
UAV starts from a random state (with variances diag

2;2;2; 0;0;0;8:72e�2;8:72e�2;8:72e�2;0;0;0
	 
T) and then run with
a series of actions generated by actor. The episodes ends when
the UAV goes out of allowable space or arrives the max episode
time(10 s here). Then the experience data captured during these



Fig. 3. Time consumption every process of proposed method running on different
platform, where SE is sensor reading, AC is action calculation, DU is dynamic
update, PT is policy train and DC is data collection.

Fig. 5. Control performance about attitude and angular rate of quadrotor UAV for
stability task using proposed method.
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episodes are utilized to train the critic and actor, completing the
pre-training. The system noises di are set as random variances with
expect zero and variance five for extending exploration. The event
trigger is by-pass during pre-training for speeding up the rate of
sample-capture.
Fig. 6. Trajectory of the action for stability task using proposed method.
4.2. Stability task

In this section, a stable control task is presented to verify the
control performance of proposed method. During this simulation,
the quadrotor UAV starts from the initial state X ¼ �5;5;0;0;0;½
0; 0;0;0;0;0; 0�T and then is guided by actions generated by the
actor. The reference signals is set as a constant vector
X ¼ 0;0;2;0;0;0;0;0;0;0;0;0½ �T . The update algorithms for action,
weights of actor, weights of critic are executed when the event-
triggered happen. A random system noisy with variances 1 is
added for increasing practicability, i.e.,

di tð Þ ¼ wi tð Þ; i ¼ 1; . . . ;6 ð42Þ

where di are disturbances in the original system [1]; wi are random
variables with expects zeros and variances 1.

After the simulation, we find the quadrotor UAV is regulated to
the set reference quickly and holds on the equilibrium, which are
shown in Figs. 4 and 5. Meanwhile, there is no overshoot after
the quadrotor UAV reaches the set point first time. From Fig. 6,
we find that the actions for quadrotor UAV go stable after 2.5 s,
keeping small changing for rejecting disturbances. The actions
are updated discontinuous when the event trigger is satisfied,
which saves calculation resources although causes chatters in
angular rate in Fig. 5. The inter-event time between two consecu-
tive triggered is shown in Fig. 7 and the ratio of triggered accounts
Fig. 4. Control performance about position and velocity of quadrotor UAV for
stability task using proposed method.

Fig. 7. Inter-event time during the stability task using proposed method.
to sampling accounts is 0.307 in this task. The proposed method
can save 58.9%((1–0.307)*0.85) consumption of calculation at
least, which is meaningful for declining cost for the on-board com-
puter. The relationship between the gap jjejjj and the threshold
jjeT jj is shown in Fig. 8. It can be obtained that the gap is smaller
than the threshold all the time, guaranteeing the stable of closed
system. With the analysis above, the proposed method is able to



Fig. 8. Triggered error jjejjj and triggered threshold jjeT jj during stability task. Fig. 9. Control performance about position and velocity of quadrotor UAV for
tracking task using proposed method.

Fig. 10. Control performance about attitude and angular rate of quadrotor UAV for
tacking task using proposed method.

Fig. 11. Triggered error jjejjj ¼ jjxj � x tð Þjj and triggered threshold jjeT jj during
tracking task.
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reduce the calculation consumption with expected control perfor-
mance in the stabilized task.

4.3. Tracking task

In this section, the tracking performance of proposed method is
studied. Firstly, the system state xj supplied for actor and critic is
necessary to modify, because these networks are pre-trained only
with stabilized task. The system state used for action calculation
should be errors between system state and reference signals:

x0 ¼

�1
1
0
0:14 8	ð Þ
0
0
0
. . .

0

26666666666666666664

37777777777777777775

; x0j ¼

xj;1 � rx
xj;2 � ry
xj;3 � rz
xj;4
xj;5
xj;6 � rw
xj;7
. . .

xj;12

26666666666666666664

37777777777777777775

; ð43Þ

where x0 is initial system state and x0j is the modified state supplied
for actor and critic.

Then, a nonlinear trajectory with shape of clover is selected as
reference signal, whose equations can be presented as:

rx; ry; rz; rw ¼ 0;0;2:9;0½ �; t 6 5;
rx ¼ �5 cos 0:209t þ 0:785ð Þ cos 0:105t þ 0:785ð Þ
ry ¼ 5 cos 0:209t þ 0:785ð Þ sin 0:105t þ 0:785ð Þ
rz ¼ 2þ 1:5 cos 0:209t þ 0:785ð Þ sin 0:105t þ 0:785ð Þ
�1:5 cos 0:209t þ 0:785ð Þ cos 0:105t þ 0:785ð ÞÞ
rw ¼ 0:157 sin 0:1tð Þ; t > 5;

ð44Þ

where rx; ry; rz; rw are the reference signals.
A 3D tracking result is presented intuitively on Fig. 12. Com-

bined the Fig. 12 with Fig. 9, we known that the quadrotor UAV
tracks the reference signal after taking off and keeps low tracking
errors until the trajectory finishes. The attitude signals and control
signals are shown in Fig. 10. We find that the attitude angles react
fast to track the reference signals and keep smooth. According to
sampling error and triggering threshold shown in Fig. 11, we get
that the threshold is maintained during inter-event interval, which
is always larger than sampling error. Fig. 13 shows the inter-event
time between two continuous tick. We find that the inter-event
time exists and is uniform distributed. The ratio of triggered
accounts to sampling accounts is 0.474 in this task, which is larger
than the stabilized task for the reason that the actor has to adjust
the control signals frequently to track the reference trajectory. The
proposed method is able to regulate the quadrotor UAV to track a
reference trajectory, conserving 44.7% calculation consumption
meanwhile.



Fig. 12. 3d-trajectory of position during tracking task using proposed method.

Fig. 13. Inter-event time during the tracking task using proposed method.
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5. Conclusion

An ET-RL controller was proposed in this paper for the quadro-
tor UAV with actuator saturation. Two neural networks were uti-
lized to approximate the performance index and the desired
control policy. The ET technology was applied to reduce computa-
tion consumption, which can guarantee the real-time calculation
on board to be possible. The actuator saturation was rejected with
the modified reward function and actor. The stability for both
closed system and NN convergence were analyzed by Lyapunov.
A stabilized task and a tracking task were executed on simulation
to show the effective of proposed method. Future research should
be devoted to the development of the event-triggered containment
RL controller for more complex system, for example, the multiple
quadrotor UAVs[40,41].
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