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ABSTRACT Combinatorial optimization on near-term quantum devices is a promising path to demon-
strating quantum advantage. However, the capabilities of these devices are constrained by high noise or
error rates. In this article, inspired by the variational quantum eigensolver (VQE), we propose an iterative
layer VQE (L-VQE) approach. We present a large-scale numerical study, simulating circuits with up to
40 qubits and 352 parameters, that demonstrates the potential of the proposed approach. We evaluate
quantum optimization heuristics on the problem of detectingmultiple communities in networks, for whichwe
introduce a novel qubit-frugal formulation. We numerically compare L-VQE with the quantum approximate
optimization algorithm (QAOA) and demonstrate that QAOA achieves lower approximation ratios while
requiring significantly deeper circuits. We show that L-VQE is more robust to finite sampling errors and has
a higher chance of finding the solution as compared with standard VQE approaches. Our simulation results
show that L-VQE performs well under realistic hardware noise.

INDEX TERMS Combinatorial optimization, hybrid quantum-classical algorithm, quantum optimization.

I. INTRODUCTION
Recent advances in quantum computing hardware open the
possibility of demonstrating quantum advantage in practical
applications [1], [2]. A promising target application domain
is combinatorial optimization with problems becoming clas-
sically intractable (in the current state of theory) to solve
exactly even for moderately sized instances. This situation
suggests that the requirement for the number of qubits needed
to tackle certain classically hard combinatorial optimization
problems is relatively low, leading to the possibility of noisy
intermediate-scale quantum (NISQ) [3] devices becoming
competitive with classical state-of-the-art methods for such
problems.

Near-term quantum devices are expected to have high
noise levels, and only partial error mitigation is currently
possible. This situation leads to a constraint on the maximum
depth of the quantum circuit that can be reliably executed on
NISQ devices. This constraint motivated the development of
a number of hybrid quantum-classical algorithms for opti-
mization, most notably the quantum approximate optimiza-
tion algorithm (QAOA) [4]–[6] and variational quantum al-
gorithms for optimization [7], [8]. These algorithms execute
only a short parameterized circuit on the quantum computer
and use a classical outer-loop procedure to find “good” pa-
rameters [9]. The short parameterized circuit is often referred
to as the ansatz. The goal of the outer-loop procedure, in
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general, is to find parameters such that the output of the
quantum circuit includes high-quality solutions to the com-
binatorial optimization problem being solved.
The choice of the ansatz is a key problem in hybrid algo-

rithms. One major concern is the expressivity of the chosen
ansatz. The ansatz has to be sufficiently expressive, mean-
ing that there should exist parameters with which the ansatz
prepares a state suitably close to the solution of the problem
(note that we are not referring to the expressibility formally
defined in [10]). Another thing to consider is the optimization
of the parameters, sufficiently good parameters have to be
tractable to find [10].
For combinatorial optimization problems, the solution is

classical; in other words, it is a computational basis state.
Therefore, the expressivity of the ansatz reduces the ability
to prepare a state with a sufficiently large overlap with the
computational basis state encoding the solution of the prob-
lem. This means that the ansatz can be sufficiently expressive
without generating any entanglement or having any quantum
properties whatsoever; one layer of single-qubit rotations is
sufficient to prepare an arbitrary computational basis state.
However, finding good parameters may be challenging for
such ansätze. Their structure leads to localized optimization,
which is prone to local minima. As we discuss in the fol-
lowing, class of ansätze may be extended to enhance the
ability to find good parameters by introducing a correla-
tion between distant parts of the system. A commonly used
class of highly expressive ansätze are those with alternating
layers of single-qubit and two-qubit gates, where the two-
qubit gates are aligned with the connectivity available on
the hardware. These ansätze are known as quantum neural
networks [11] or hardware-efficient ansätze [12]. An alter-
native and “natural” approach is the Hamiltonian-evolution
ansatz used in QAOA. Such ansätze can be less expressive;
however, since the state it has to prepare is a nontrivial en-
tangled state due to the symmetry-preserving properties of
the ansatz [13]. This observation has been used by Bravyi
et al. [14] to show that because of the Z2 symmetry of the
ansatz, QAOAwith the constant depth is outperformed by the
classical Goemans–Williamson algorithm for MaxCut. As a
result, QAOA needs a comparatively large circuit depth to
achieve the same (classical) expressivity as compared with
hardware-efficient ansatz.
For ansätze with a large number of parameters, the high-

quality parameters are typically found by using a classical
optimizer. Thus, the second criterion, the ability to find suf-
ficiently good parameters, is typically framed in terms of
the cost function landscape that the classical outer-loop rou-
tine has to optimize over. Recent results show that highly
expressive ansätze, such as hardware-efficient ansätze, suf-
fer from “barren plateaus” in the optimization landscape,
making finding high-quality parameters intractable [11],
[15]–[24]. At the same time, a series of recent results show
that because of the structured nature of the ansatz used in
QAOA, one may be able to find high-quality parameters

by using machine learning approaches [25]–[27] or by re-
stricting the parameters to a specific physically motivated
class [28]–[30].
In this article, we propose a practical approach to combi-

natorial optimization on near-term quantum computers. We
introduce an iterative approach, which we call Layer VQE
(L-VQE), inspired by recent advances in hybrid quantum-
classical algorithms with an adaptive ansatz [31]–[33]. In
L-VQE, we start with one layer of parameterized rotations
and increment the size of the ansatz systematically by in-
troducing entangling gates and additional parameterized ro-
tations. To heuristically decrease the likelihood of getting
trapped in a local optimum of the parameters, we incre-
ment the ansatz before reaching convergence. To guaran-
tee that at each step the quality of the solution does not
decrease, we initialize the added ansatz such that it eval-
uates to identity. We work with qubits aligned in a chain
and assume nearest neighbor connectivity, which is a rea-
sonable assumption as the most common hardware topol-
ogy includes line as a subgraph. Restricting ourselves to
this class of problems allows us to benchmark the proposed
methods on large problems in simulation by using tensor
network techniques. We expect that in practical applications
on real quantum hardware, one would organize ansatz layers
according to (typically two-dimensional) qubit connectiv-
ity to further enhance circuit expressiveness. Quantum cir-
cuits on such layouts cannot be, in general, classically effi-
ciently simulated and are, thus, not considered in the present
study.
Fig. 1 gives a schematic presentation of L-VQE. We study

the algorithm for the problem of detecting k communities
in networks, and we propose a novel qubit-frugal formula-
tion with many-body interactions in the Hamiltonian. For
a network with n nodes, n

⌈
log2 k

⌉
qubits are required for

the circuit. We present a large-scale numerical study of the
proposed approach, simulating circuits with up to 40 qubits
and 352 rotational gates (i.e., parameters). Our numerical
simulation results show that the proposed approach achieves
a higher approximation ratio compared with QAOA while
requiring significantly lower circuit depth. The proposed ap-
proach is more robust to finite sampling error (i.e., if the
objective value is not known exactly and is estimated by
drawing samples from the quantum state) and performs better
than hybrid approaches with a fixed ansatz. Moreover, we
show that the proposed approach performs well under real-
istic hardware noise by using a trapped ion noisy quantum
simulator.
The rest of this article is organized as follows. In

Section II, we review the relevant background of solving
combinatorial optimizations on quantum computers. In Sec-
tion III, we review related work. Section IV introduces our
L-VQE approach, and in Section V, we discuss our novel for-
mulation of the k-community detection problem. Section VI
presents our numerical simulation results, and finally in Sec-
tion VII, we summarize our conclusions.
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FIGURE 1. Layer-VQE: start from a simple and shallow ansatz with one ry act on each qubit; optimize and update the parameters; after some predefined
number of iterations, increment the size of the ansatz, and optimize and update all parameters. The ansatz can be incremented multiple times.

II. BACKGROUND
We begin by briefly reviewing our notion of combinatorial
optimization on quantum computers and relevant concepts.
Suppose we have an objective function C(x) defined on the
Boolean cube x = {xi}ni=1 ∈ {0, 1}n and a corresponding op-
timization problem

max
x∈{0,1}n

C(x) (1)

where the objective function C(x) can be formulated in the
following form:

C(x) =
∑
q

wq

∏
i∈q

xi
∏
j �∈q

(1 − x j ). (2)

Here, q ⊂ {1, 2, . . . , n} are given index sets, andwq are given
coefficients. The objective function C(x) is said to be faith-
fully represented by a Hamiltonian H if it acts as H|x〉 =
C(x)|x〉 for each x ∈ {0, 1}n. For a function given in the form
(2), such a Hamiltonian representation can be constructed by
substituting every xi with the matrix xi → 1

2 (i − zi), where i
is the identity matrix and zi is the Pauli z operator that acts
on qubit i

H =
∑
q

wq

∏
i∈q

i − zi
2

∏
j∈qC

i − z j
2

. (3)

Note that the operator H ∈ C2n is never constructed explic-
itly. Instead, we construct a compact representation of it as a
combination of Pauli z operators.

A. COMBINATORIAL OPTIMIZATION ON NEAR-TERM
QUANTUM COMPUTERS
The two most prominent candidate algorithms for combina-
torial optimization on noisy near-term quantum computers
are the variational quantum eigensolver (VQE, originally
proposed in the context of quantum chemistry [34]) and the
QAOA [4]. Both algorithms are hybrid quantum-classical
algorithms that combine a parameterized trial state |ψ (θ)〉
prepared on a quantum computer with a classical routine

used to find high-quality parameters θ. The goal is to find
parameters θ such that when the state |ψ (θ)〉 is measured,
the measurement result corresponds to a good solution to the
classical optimization problem. The parameterized trial state
|ψ (θ)〉 is commonly called the ansatz.
In VQE, for optimization, the ansatz is frequently tailored

to the hardware [8], [35], and the parameters θ are found by
using a classical outer-loop optimizer. The expectation value
〈ψ (θ)|H|ψ (θ)〉 is commonly used as the metric for the opti-
mizer, although other approaches have been suggested [36].
QAOA uses a problem-dependent ansatz given by

|ψp(γ,β)〉 = e−iβpBe−iγpH · · · e−iβ1Be−iγ1H|+〉⊗n (4)

where B = ∑n
i=1 xi is the mixing Hamiltonian, xi is the Pauli

x operator acting on qubit i, H is the Hamiltonian faithfully
representing the objective function, and p is a parameter
controlling the depth. The special structure of the QAOA
ansatz enables finding high-quality parameters γ,β purely
classically in many settings [4], [37], [38] or using very few
iterations of the outer-loop optimizer [25], [39], [40].
We evaluate the quality of the final quantum state |ψ (θ)〉

by computing the approximation ratio ρ defined as follows:

ρ = 〈ψ (θ)|H|ψ (θ)〉
Cbkv

(5)

whereCbkv is either the global optimum of the objective func-
tionC(x) if available, or the best known value otherwise. We
defined approximation ratio with respect to the best known
value since the global optimal maxx∈{0,1}n C(x) may not be
accessible for sufficiently large problem instances.

B. k-COMMUNITY DETECTION
The k-community detection, also known as modularity clus-
tering, is a famous problem in network science. The goal is
to partition network nodes into k communities (also known
as clusters or parts) such that the modularity metric [41]
defined in (6) is maximized. There are several graph parti-
tioning problems whose goal is to split the graph nodes into
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disjoint k parts in such a way that most edges will connect
the nodes within the parts and the number of edges that span
two parts is minimized [42]. The modularity optimization
is one of them. The modularity metric measures how far is
the number of edges that appear within the parts from that
in the random graph model [43] with the same number of
nodes and expected number of edges. This metric has been
confirmed to reflect the properties of community existence in
many applications. Intuitively, when the assignment of nodes
to partitions produces large modularity, the partitions are
likely to be real communities in many different applications,
including social networks and biological and engineered
systems.
For a formal definition, let G = (V,E ) be an undirected

simple graph with |V | = n nodes and |E| = m edges. The ad-
jacency matrix of G is denoted by A = {Au,v}1≤u,v≤n, where
Au,v = 1 if there is an edge between node u and node v, and
0 otherwise. The degree of a node v is denoted by dv . A
k-community clustering C = {C1, . . . ,Ck} is a partition of V
into k disjoint sets, namely,

⋃k
i=1Ci = V , and Ci

⋂
Cj = ∅

for all 1 ≤ i �= j ≤ k. Furthermore, cv denotes the member-
ship of node v for a given clustering, i.e., if v ∈ Ci, then
cv = i. The modularity of a clustering C is given by

Q(C) = 1

2m

n∑
u,v=1

Bu,vδ(cu, cv ) (6)

where the modularity matrix B is given by Bu,v = Au,v −
dudv

2m , 1 ≤ u, v ≤ n, and δ is the Kronecker delta

δ(cu, cv ) =
{
1, if cu = cv
0, otherwise

. (7)

Our goal is to find the clustering C∗ such that the modularity
is maximized

C∗ = argmaxC Q(C).

The problem has applications in chemistry [44], biol-
ogy [45], social sciences [46], and other fields. The task of
solving the modularity maximization problem to optimality
is NP-complete [47].
Community detection has been extensively studied classi-

cally [41], [48], as well as by using the D-Wave quantum an-
nealer [49]–[52] and QAOA [50], [52], [53]. In these hybrid
quantum-classical approaches, the optimization problem is
encoded as an Ising model Hamiltonian that has only two-
body terms. In the formulations, for a graph with n nodes,
solving the two-community modularity maximization prob-
lem requires n qubits, where each qubit encodes the member-
ship of a node. For the k-community problem, to encode the
membership of each node, one will need to associate k qubits
to each node while introducing quadratic penalty constraints
into the Ising Hamiltonian to enforce that each node belongs
to only one community. The formulation requires kn qubits.

III. RELATED WORK
The question of ansatz choice is central to the success of hy-
brid quantum-classical methods introduced in Section II-A.
In VQE, the choice of the ansatz determines the expressiv-
ity of the trial state and the hardness of finding parameters;
therefore, the quality of VQE is only as good as the ansatz.
Different strategies of parameterizing the ansatz and updat-
ing the parameters will also affect the performance of the
algorithm. While being able to reach any state requires a
circuit with exponential depth, shallow circuits are preferred
in applications, especially if the goal is to run the circuits
on modern NISQ devices. McClean et al. [11] show that
with random parameterized circuit initialization, the expo-
nential dimension of the Hilbert space and the gradient es-
timation complexity make the optimization impossible for
deep circuits. Moreover, Wang et al. [54] show that another
type of “barren plateau” is induced by hardware noise. More
specifically, given local Pauli noise, the gradient vanishes
exponentially with the depth of the circuits. Similar results
have been demonstrated for QAOA [55].
There are fundamentally two ways to approach the prob-

lem of designing compact ansätze. We classify ansätze
into two groups. The first way is to start with physics-
or chemistry-inspired ansätze generated by a Hamiltonian.
These circuits in the first group typically have high depth.
For example, in quantum chemistry, wewould use the unitary
coupled-cluster method ansatz. In particular, unitary coupled
clusters with singles and doubles (UCCSD) [56] ansatz can
be used in VQE simulations [34]. Each parameter in UCCSD
ansatz parametrizes a coupled-cluster amplitude for each
fermionic excitation from a reference state, either single or
double. Since it is an accurate ansatz, it has many redundant
and unimportant parameters corresponding to the excited
states that are not contributing to the ground energy giving
a lot of room for optimization. One strong idea is to use
symmetry to generate compact circuits [57] and another is to
use MP2 amplitude to screen out UCCSD parameters [58].
The issue is that there is a limit to the reduction, and typically,
such circuits are still too deep to execute on NISQ devices,
especially for large and moderate size problems. In the sec-
ond group, they are the so-called “hardware-efficient” (HE)
ansätze. These ansätze contain sequences of parametrized
single-qubit and two-qubit gates that can be easily imple-
mented on NISQ devices because of their by-design com-
pact nature [12], [57], [59]–[61]. The key aspect is that no
information about the physics or chemistry of the system
is used. The major plus of HE ansätze is that they are very
expressible and the circuits to implement them are shallower
compared to the first group of ansätze such as UCCSD and
contain a much smaller number of two-qubit gates. The
downside of HE ansätze is that they can have too many pa-
rameters to optimize and suffer from the barren plateaus [11],
[15], [54] problem, which was discussed earlier in this
article.
Another way to build ansätze is to dynamically gener-

ate them using some criteria (for example, using largest
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gradients or resolutions of identity as a criterion to
minimize total energy) [31], [62]–[67]. We will refer to these
ansätze as “iterative ansätze.” In quantum chemistry, one
of the first proposed iterative ansätze is ADAPT-VQE [31],
where fermionic operators are added to the ansatz based on
the energy gradients with respect to variational parameters.
Later, qubit-ADAPT-VQE [62] method was invented, where
the fermionic operators are broken down into Pauli strings
and used as building blocks for constructing an ansatz. Other
important contributions to this field were made based on
Yordanov et al. [68] work to use the so-called qubit exci-
tations [69] instead of the fermionic excitations in ADAPT-
VQE simulations and qubit-coupled cluster [63] method and
its iterative version [64], where the ansatz is constructed
directly in the qubit space. In general, the iterative circuits
are somewhere in the middle between Hamiltonian ansätze
and HE ansätze in terms of depth and the number of pa-
rameters. In the same spirit, Zhu et al. propose an adaptive
version of QAOA, called ADAPT-QAOA [32]. Compared
with the standard QAOA ansatz, which alternates between
the predefined exponentiated cost and mixing Hamiltonian
operator, ADAPT-QAOA grows the ansatz with two opera-
tors at a time. It also uses a gradient criterion to select the
mixing operator from a predefined operator pool. On a class
of MaxCut graph problems, ADAPT-QAOA demonstrates
faster convergence while also reducing the number of op-
timization parameters and the cnot gate counts, compared
with standard QAOA. Our L-VQE approach can be consid-
ered as a new evolution of iterative ansätze. The traditional
iterative ansätze are still based on using insights from the
physics and chemistry of the problem with some criterion to
build ansätze. In L-VQE, HE ideas are used to grow circuits.
As a result, our circuits are more compact than Hamiltonian
or iterative ansätze.
The optimization of the parameters is also a key compo-

nent in hybrid quantum-classical algorithms. For example,
in quantum machine learning, Skolik et al. [33] propose
a layerwise learning strategy that grows the circuit depth
incrementally during optimization and only updates subsets
of parameters in training. However, a recent paper [22] shows
that this type of layerwise training strategy, namely, training a
circuit piecewise in sequence, could encounter abrupt transi-
tions in the training process as the depth of the circuit grows.

IV. LAYER VQE
We advocate an iterative hybrid approach to quantum opti-
mization on NISQ devices: L-VQE. L-VQE combines ideas
from recent developments in adaptive variational algorithms,
such as [31]–[33]. In this section, we describe L-VQE in
detail.
Suppose we use a problem encoding that requires n qubits.

We start the algorithm with an ansatz with no entangling
gates and one ry gate acting on each qubit, where ry is the
single-qubit rotation through an angle θ around the y-axis,
the unitary matrix is defined as ry(θ ) ≡ e−i

θ
2 y, and y is the

Algorithm 1: L-VQE With � Layers.
1: Initialize the ansatz with one ry acting on each

qubit.
2: Update the parameters to minimize

〈ψ0(θ)|H|ψ0(θ)〉; stop after k0 iterations (before
reaching convergence).

3: for l = 1, . . . , � do
4: Add a new layer to the ansatz and initialize it

such that it evaluates to identity.
5: Update all parameters to minimize

〈ψ�(θ)|H|ψ�(θ)〉; stop after k� iterations (before
reaching convergence).

6: end for
7: Update all parameters to minimize 〈ψ (θ)|H|ψ (θ)〉

until convergence.

Pauli y operator. The parameters of these ry gates are initial-
ized uniformly randomly on [0, 2π ]. We denote the param-
eters for this layer of gates (Layer 0 in Fig. 2) as θ0 and the
layer asU0(θ0). The quantum state after applying the circuit
to the initial state |0〉 is denoted as |ψ0(θ0)〉 ≡ U0(θ0)|0〉.
We then proceed to the conventional VQE routine and itera-
tively update the parameters θ0 to minimize the cost function
〈ψ0(θ0)|H|ψ0(θ0)〉. In conventional VQE, this iterative pro-
cedure is run until convergence; but in L-VQE, we stop after
a fixed number of iterations and then add another set of gates
to the ansatz. The conventional strategy can indeed produce
a better result at this step, but after adding the new set of
gates, it may more easily get trapped in a local minimum in
the subsequent optimization procedure. In our experiments,
the number of iterations is picked empirically and increases
linearly as the system size grows.
The newly added set of gates includes the ry gates and

cnot gates that act on nearest-neighbor qubits. Another way
to describe this whole procedure is that we embed the ob-
tained parameterized circuit into a deeper circuit. We denote
this newly added layer of the circuit by U1(θ1) (Layer 1 in
Fig. 2). The newly added parameters θ1 are initialized as
zero. Note that here since ry(0) = i and cnot2 = i, where
i is the identity matrix, the quantum state becomes

|ψ1(θ0, θ1)〉 ≡ U1(θ1)U0(θ0)|0〉 = U0(θ0)|0〉 = |ψ0(θ0)〉.
(8)

Therefore, initializing the newly added parameters as zeros
guarantees that the cost function that we are optimizing will
not change after adding this new layer. At this point, we can
either let the optimization run until convergence or repeat the
previous process, stop at a fixed number of iterations, and
add another set of gates to the circuit and then optimize. The
pseudocode of the algorithm is presented in Algorithm 1.
In simulations, the cost function 〈ψ (θ)|H|ψ (θ)〉 can be

evaluated exactly. When executing the algorithm on hard-
ware, we have to repeat the state preparation and measure-
ment multiple times to generate a number of samples and use
the samples to estimate the cost function, introducing an error

VOLUME 3, 2022 3100920
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FIGURE 2. L-VQE ansatz for a six-qubit quantum state. ry denotes rotation around the y-axis defined as ry (θ) ≡ e−i θ
2 y. Every ry contains a parameter

that is optimized over in the outer loop.

due to the finite number of samples. In our experiments, we
investigate the performance of the algorithm in both cases.
The solution of a combinatorial optimization problem is

classical, i.e., it is a computational basis state. Therefore,
suppose we can find optimal parameters for the ansatz; the
ansatz contains only single-qubit rotations on each qubit,
thus should be able to prepare the state that contains the
computational basis state we want. However, ansatz as such
is prone to local minima. Therefore, in L-VQE, we start
from an ansatz that only contains single-qubit rotation gates,
then iteratively add entanglement to the ansatz to help the
optimization process. Another motivation is to speed up the
optimization process. Random initialization of deep circuits
leads to difficult optimization, so we “pretrain” with shal-
lower circuits. Importantly, we do not converge the optimiza-
tion for a single layer (or other shallow circuits). Indeed,
this would cause the algorithm to get stuck in a local min-
imum, which might be hard to escape after a new layer is
added. Instead, we added a new layer before convergence
is reached to avoid the above-mentioned issues. Empirical
results show that this strategy increases the probability of
finding the ground state or finding the state that is sufficiently
close to the ground state.
Similar to ADAPT-VQE [31] and ADAPT-QAOA [32],

we grow the size of the ansatz as we iteratively update the
parameters. The added parameterized ansatz is initialized
such that the new circuit parts evaluate to identity in order
to avoid deterioration of the optimization. In ADAPT-VQE
and ADAPT-QAOA, however, the algorithm will identify an
operator that has the largest gradient from a collection of
operators and then adds this operator to the ansatz. In L-VQE,
we define the newly added ansatz upfront.
As discussed in [22], the conjecture that a circuit can be

trained piecewise turns out not to always be true. In the finite
setting, there are abrupt transitions in the ability of quantum
circuits to be trained. In layerwise learning [33], when adding

a new set of layers, a part of the previous layer’s parameters is
frozen, and additional optimization sweeps are performed on
subsets of parameters. Each layer contains rotation gates on
each qubit and also operators that connect the qubits. L-VQE,
on the other hand, optimizes all parameters where none of the
previous layers are fixed. Furthermore, the initial ansatz for
L-VQE only contains rotation gates on each qubit. There-
fore, we start from a product state, where no entanglement
is involved. After some iterations, we add entanglement to
help the optimization process. This is different from [33],
where the initial layer already contains operators connecting
qubits. This strategy may reduce the limitations of the lack
of layerwise trainability [22]. In addition, layerwise learning
is a general approach; for L-VQE, we focus on solving com-
binatorial optimization problems.

V. k-COMMUNITY DETECTION
We propose a novel qubit-frugal formulation for the
k-community detection problem. When the problem is to di-
vide the network into two communities, namely, with k = 2,
we can associate a binary variable with each node v ∈ V such
that

xv =
{
1, if cv = 1

0, if cv = 2.

Then, we can rewrite the Kronecker delta (7) in terms of
these binary variables

δ(cu, cv ) = δ(xu, xv ) = 2xuxv − xu − xv + 1. (9)

Plugging (9) into (6) leads to the expression of modularity:

Q(C) = 1

2m

n∑
u,v=1

Bu,v (2xuxv − xu − xv + 1).

For larger k, we can use a binary encoding by associating
N = �log2 k binary variables {x j,v}Nj=1 ⊂ {0, 1}N with each

3100920 VOLUME 3, 2022



Liu et al.: LAYER VQE: A VARIATIONAL APPROACH FOR COMBINATORIAL OPTIMIZATION Engineeringuantum
Transactions onIEEE

node v ∈ V . We can rewrite the membership of node v as

cv =
N∑
j=1

2 j−1x j,v.

Again, we can rewrite the Kronecker delta (7) in terms of
these binary variables

δ(cu, cv )=
N∏
j=1

δ(x j,u, x j,v )=
N∏
j=1

(2x j,ux j,v−x j,u−x j,v+1).

(10)
Plugging (10) into (6), we obtain for the modularity

Q(C) = 1

2m

n∑
u,v=1

Bu,v

N∏
j=1

(2x j,ux j,v − x j,u − x j,v + 1).

(11)
Following the construction described in Section II, maximiz-
ing the modularity in (11) can be formulated in terms of
finding the ground state of the following Hamiltonian:

H = − 1

2m

n∑
u,v=1

Bu,v

N∏
j=1

I + z j,uz j,v
2

(12)

where binary variables x j,v have been substituted with
1
2 (I −

z j,v ),∀ j ∈ {1, 2, . . . ,N},∀v ∈ V . Here, z j,v is the Pauli z
operator that acts on qubit ( j, v).
Other formulations have been proposed to tackle the prob-

lem of specific quantum architecture. Ushijima-Mwesigwa
et al. [51] use an Ising Hamiltonian formulation to detect
two communities using quantum annealing on the D-Wave
system, which requires n qubits. Negre et al. [49] extend
it to detect k communities, which requires kn qubits. In
contrast, the Hamiltonian we propose in this work requires
only n

⌈
log2 k

⌉
qubits, thanks to the encoding introduced

above. Note that the many-body interactions present in the
proposed Hamiltonian do not introduce significant overhead,
as simulating a product of N Pauli z operators requires only
2(N − 1) cnots.

VI. EXPERIMENTS
In this section, we present the numerical results. Since
QAOA is considered the leading approach for combinatorial
optimization on NISQ devices, we begin in Section VI-A
with a numerical comparison of L-VQE and QAOA.We then
compare L-VQE with the second leading approach, which
is VQE in Section VI-B. To highlight the potential of the
proposed L-VQE approach on NISQ devices, we present
some further evidence in Section VI-C. This includes a scal-
ability analysis and simulation results of L-VQE on a trapped
ion noisy quantum simulator with a realistic noise level. To
highlight the importance of entanglement for optimization, in
Section VI-D, we present results comparing VQE with and
without entanglement.

A. L-VQE AND QAOA
For the first set of experiments, we run simulations for the
L-VQE and QAOA algorithms with the proposed Hamil-
tonian (12). The goal is to find a clustering of up to four
communities that maximize the modularity. We are, thus,
simulating 2n qubits for a graph with n nodes. For L-VQE,
we run our simulations of the quantum circuits in MATLAB.
We use matrix product states (MPS) techniques to simulate
quantum circuits, which allow us to reach large system sizes
(up to 40 qubits and 352 parameters). TheHamiltonian is also
represented in the form of a matrix product operator [70],
allowing access to full-precision energy computation. Our
proprietary MPS simulator uses an exact representation of
the wave function without any truncation. The complexity of
simulations in the MPS simulator scales linearly with system
size and exponentially with circuit depth. Since the ansatz
in L-VQE is one-dimensional and shallow, the MPS simu-
lator can simulate L-VQE circuits for relatively large sys-
tem sizes. The QAOA circuits we consider are deep; there-
fore, there is no benefit to using the MPS simulator. We use
the high-performance simulator Qiskit Aer [71] to simulate
QAOA circuits due to its convenience. Because of the sim-
ulation complexity and the need to optimize parameters for
the benchmark instances, we limit the simulations of QAOA
to 20 qubits. The choice of a simulator (MPS or Qiskit Aer) is
inconsequential as both methods simulate the quantum state
exactly and produce the same outcomes.
In variational algorithms, the choice of the classical outer-

loop optimizer is central to the performance of the method.
However, in this work, we do not specifically investigate
the performance of various optimizers and do not perform
any hyperparameter tuning on the optimizers. We only test
L-VQE with a sequential minimal optimizer (SMO) [72]
and COBYLA [73], [74]. SMO is implemented using the
recommended settings [72], and COBYLA is implemented
in the SciPy [75] package with the default setting. We ob-
serve that SMO performs slightly better than COBYLA;
therefore, we advocate for SMO over COBYLA. For op-
timization in QAOA, we also use COBYLA with the de-
fault setting (we do not consider SMO as it is not designed
for QAOA). Furthermore, we exhaustively optimized the
parameters by using COBYLA as a local optimizer in the
libEnsemble [76] implementation of APOSMM [77], [78].
Given a fixed number of iterations, APOSMM, as a mul-
tistart method, will run the local optimizer until conver-
gence and then restart the optimization. This approach has
been shown to work well in our previous study [40]. Ad-
ditional details of the QAOA experiments are provided in
Appendix A.
We run QAOA experiments on four gnp random

graphs, with 7–10 nodes, respectively, and with p up to
10. All graphs are generated with Networkx. We give
APOSMM a limit of 30 000 iterations. The limit is chosen
based on an empirical observation that with this parameter
choice, APOSMM will restart COBYLA at least ten times,
usually much more. To compare, we run our L-VQE on each
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FIGURE 3. Compare QAOA and L-VQE on graphs of size from 7 to 10,
simulating 14–20 qubits. L-VQE ansatz is iteratively increased up to � = 2
layers. L-VQE finds the ground state or a state that is close (with an
approximation ratio of at least 0.99) to the ground state for each graph.

TABLE 1. Assuming Full Connectivity and Compiling the Higher Order
Terms in the Hamiltonian (12) Into Gate Sets {rz, cnot}, the Gate Count of
QAOA Scales Quadratically With n, While L-VQE Scales Linearly

In our experiments presented in Fig. 3, QAOA circuits with p steps consists of
77p single-qubit gates and 210p cnot gates, while L-VQE with � layers contains
52�+ 14 single-qubit gates and 26� cnot gates. Thus, we expect that the L-VQE
approach will be more robust to noise in real-life experiments. cnot count of
QAOA can be decreased by further circuit optimizations andmore efficient native
gates. On the other hand, it would be increased if the connectivity is not full.

graph ten times given different random seeds using SMO and
COBYLA as the optimizer. Each run is given a limit of 3000
iterations, and we report the best result found by L-VQE.
The results of the experiments are shown in Fig. 3. For each
graph, L-VQE finds an estimate of the ground state with an
approximation ratio ρ of at least 0.99, despite having a much
lower budget of function evaluation.
For a graph with n nodes, our approach requires 2n qubits

in order to detect four communities. Assuming full connec-
tivity and compiling the higher order terms in the Hamilto-
nian (12) into gate sets {rz, cnot}, the product of four Pauli
z operators is decomposed into six cnots and one rz in
the middle. Single-qubit gates are cheap, so one is primarily
interested in the cnot gate counts. The gate counts of QAOA
and L-VQE circuits are summarized in Table 1. When p
is small, the Hamiltonian evolution ansatz used in QAOA
is less expressive as compared with the hardware-efficient
ansatz used in L-VQE. Therefore, a large number of QAOA
layers and large circuit depth are needed to achieve the re-
quired overlap with the target state. At the same time, the
cost function landscape of QAOA is highly nonconvex and
contains many low-quality local optima, which makes find-
ing high-quality parameters difficult for larger p. In addition,
the Hamiltonian (12) contains many-body terms, which can
be hard to compile into gates in practice due to the limited
connectivity of the hardware. In contrast, L-VQE follows
the connectivity of the hardware as the Hamiltonian structure
does not enter the ansatz explicitly.

TABLE 2. Graph Information of the Networkx Generated Instances for
Comparing VQE and L-VQE

TABLE 3. Best Approximation Ratio Achieved by VQE and L-VQE Using
SMO

As the number of layers in the ansatz increases, results of VQE deteriorates. L-VQE
does not suffer from that problem, and we achieve better results as the number of
layers grows.

B. VQE AND L-VQE
To further examine the performance of L-VQE, we compare
the results of VQE with fixed ansatz and L-VQE on larger
problems. In Section VI-B1, we compare the performance
of VQE and L-VQE, and in Section VI-B2, we compare
the performance with full-precision energy computation, that
is, with energy computed as the expectation of the problem
Hamiltonian with the full simulated quantum state. The re-
sults are summarized in Section VI-B3.
We generated 16 graph instances with NetworkX. Graph

information is summarized in Table 2. The goal is to find
a clustering of up to four communities that maximize the
modularity; thus, we are simulating 34 qubits forwindmill
and 40 qubits for all other graphs.
For VQE, we define a fixed form of the ansatz upfront and

then iteratively optimize and update over all parameters. We
compare three sets of ansätze, which are shown in Fig. 2 as
Layer 0 only (� = 0), Layer 0 to 1 only (� = 1), and Layer 0
to 2 (� = 2), respectively. For L-VQE with � = 0, the ansatz
will not grow; thus, the algorithm is the same as VQE with
one ry gate acting on each qubit. For L-VQE with � = 1
and � = 2, we set the parameter k0 = 200 in Algorithm 1.
In other words, we first run L-VQE with Layer 0 ansatz for
200 iterations and then reuse the parameters to the ansatz
with 1 layer and 2 layers, respectively. Again, we run our
simulations of the quantum circuits in the MPS simulator.
For optimization, we use the SMO [72] and COBYLA [73].
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TABLE 4. Average Approximation Ratio Achieved by VQE and L-VQE Using SMO

As the number of layers in the ansatz increases, results of VQE deteriorate; but for L-VQE, we achieve better results.

TABLE 5. Best Approximation Ratio Achieved by VQE and L-VQE Using
COBYLA

As the number of layers in the ansatz increases, results of VQE deteriorate; but for
L-VQE, we achieve better results.

For each graph and each approach, we initialize the ansatz
with ten different random seeds.

1) VQE AND L-VQE
We report the results of VQE and L-VQE in Tables 3–6. To
evaluate the cost function 〈ψ (θ)|H|ψ (θ)〉, we execute the
circuit and generate 2000 samples and use the mean of the
samples as an estimator. Having a finite number of samples
is a realistic setup since when the scale of the system gets
larger, the exact computation of the cost function becomes
intractable.
In Table 3, we report the best approximation ratio (ρbest)

achieved from the ten runs using SMO for each graph.
In Table 4, we report the average and standard deviation
(ρaverage ± σ ) of the approximation ratio from the ten runs
for each graph. We additionally report the results that use
COBYLA as the optimizer in Tables 5 and 6.

2) VQE AND L-VQE WITH FULL-PRECISION ENERGY
COMPUTATION
We report the results of VQE and L-VQE with full-precision
energy computation in Tables 7 and 8. In each iteration, we
evaluate the cost function exactly. In Table 7, we report the
best approximation ratio (ρbest) achieved from the ten runs
using SMO for each graph. In Table 8, we report the average
and standard deviation (ρaverage ± σ ) of the approximation
ratio from the ten runs for each graph.

3) SUMMARY OF VQE AND L-VQE
Across all instances, we set the threshold of approximation
ratio to 0.99, 0.95, and 0.90, respectively, and in Table 9, we
report the percentage of the local optimizer runs that find the
quantum state with a higher approximation ratio at the end
of the algorithm. The rows in blue are the experiments with a
finite number of samples (i.e., the cost function is estimated
by the mean of the samples), and the rows in white are the
experiments with full-precision energy computation (i.e., the
cost function is evaluated exactly).
Intuitively, when we increase the size of the ansatz, the

ansatz becomes more expressive, and we should have a better
chance of finding the ground state. However, we can see that
for VQE, when the cost function is estimatedwith finite num-
ber of samples, as the number of layers in the ansatz increase,
the results deteriorate. But for L-VQE, as we increase the size
of the ansatz, the results improve.Moreover, it is not practical
to evaluate the energy exactly in applications when the size of
the system gets larger. In L-VQE, by iteratively growing and
reoptimizing the ansatz, we can achieve a higher probability
of finding the ground state or a state that is sufficiently close
to the ground state. By comparing the results of our L-VQE
with or without full-precision energy computation, we see
no significant difference, which suggests that our approach
is relatively robust to finite sampling errors. We expect that
this behavior is caused by the complicated landscape of VQE
spanned by many parameters. A large circuit, even though
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TABLE 6. Average Approximation Ratio Achieved by VQE and L-VQE Using COBYLA

As the number of layers in the ansatz increases, results of VQE deteriorate, but for L-VQE, we achieve better results.

TABLE 7. Best Approximation Ratio With Full-Precision Energy
Computation Achieved by VQE and L-VQE Using SMO

Comparing this table with Table 3, L-VQE is clearly more robust to finite sampling
errors.

it is shallow, is hard to optimize if one does not use any
mitigation strategies. L-VQE can be understood as one such
strategy in which the circuit is carefully grown. This provides
a good starting point for the optimization of a deeper circuit.
Once the deeper circuit is initialized closer to the solution,
the optimizer is less likely to hit the local minimum or spend
more shots to escape from the neighborhood of the local
minimum.

Additional evidence of L-VQE performance
We now provide additional evidence for the effects of reusing
parameters and adding layers of the ansatz in L-VQE to
complement the high-level statistics given in Tables 3–8.
We observe that for the runs of experiments that start from
the same initial Layer 0 ansatz by reusing the parameters
obtained from that ansatz, in most cases, the results improve.
Across all runs of the experiments, with finite samples, for

one layer, 147 out of the 160 (91.88%) runs to find a state
with a better or equal approximation ratio compared with
the ansatz with 0 layer only. For two layers, 151 out of
the 160 (94.38%) runs to find a state with a better or equal
approximation ratio compared with the ansatz with 0 layers.
Similarly, with full-precision energy computation, across all
runs of the experiments, for one layer, 150 out of the 160
(93.75%) runs to find a state with a better or equal approx-
imation ratio compared with the ansatz with 0 layers. For
two layers, 151 out of the 160 (94.38%) runs find a quantum
state with a better or equal approximation ratio compared
with the ansatz with 0 layers. We present the violin plot of a
representative instance caveman here in Fig. 4. Additional
violin plots of the experiments for each graph can be found
in Appendix C. Finally, we present the average number of
iterations needed for L-VQE and VQE on all 20 nodes graph
(40 qubits) in Fig. 5. When using SMO as the optimizer,
L-VQE needs fewer iterations in general. At the same time,
VQE requires fewer iterations if it is used with COBYLA
optimizer. It should be pointed out, however, that L-VQE
obtains higher quality results. In near-term applications, it
is reasonable to use a slightly more expensive technique if it
gives more accurate results. As demonstrated here, this is the
case with L-VQE versus VQE.

C. FURTHER EVIDENCE OF THE POTENTIAL OF L-VQE
To provide further evidence of the potential of L-VQE, we
present a scaling analysis of L-VQE in Section VI-C1 and
discuss the simulation results of L-VQE on a trapped ion
noisy quantum simulator in Section VI-C2.

1) SCALING ANALYSIS
In this set of experiments, we generate random graphs
with nodes ranging from 8 to 20. This means that in our
application of finding a clustering up to four communities
that maximize the modularity, we need to simulate qubits

3100920 VOLUME 3, 2022



Liu et al.: LAYER VQE: A VARIATIONAL APPROACH FOR COMBINATORIAL OPTIMIZATION Engineeringuantum
Transactions onIEEE

TABLE 8. Average Approximation Ratio With Full-Precision Energy Computation Using SMO

Comparing this table with Table 4, L-VQE is clearly more robust to finite sampling errors.

FIGURE 4. Violin plots of L-VQE versus VQE on graph caveman, and finite samples versus full-precision energy computation, using SMO and COBYLA as
optimizers. The plots show the probability density of the results, with the kernel density estimator truncated to (min(ρ), max(ρ)) (since the
approximation ratio cannot exceed 1). Comparing the results of L-VQE and with finite samples or full-precision energy computation, we see no
significant difference. But for VQE with finite samples, as the number of layers in the ansatz increases, the results deteriorate. L-VQE is relatively robust
to sampling noise.

TABLE 9. Percentage of Runs of Local Optimizers That Reach a Given
Approximation Ratio. Blue Rows Show Results From Experiments With
the Energy Computed From a Finite Number of Samples (Mean of 2000
Samples). White Rows are From Experiments With Full-Precision Energy
Computation

The optimizer is SMO.With finite sampling errors, as the number of layers
in the ansatz increases, the results of VQE deteriorate. But for L-VQE, we
achieve better results. Thus, L-VQE ismore robust to finite sampling errors
compared with VQE.

ranging from 16 to 40. For each graph and each approach,
we run the experiments ten times and record the average

number of iterations needed for convergence of each graph.
The results are shown in Fig. 6. We can see that the number
of iterations scales up polynomially as the number of nodes
increases. Here, since within each iteration the number of ry
gates in the ansatz scales linearly with respect to the number
of qubits needed (ansatz shown in Fig. 2), the number of
parameters that need to be optimized, therefore, scales up
linearly. In addition, the number of samples produced for
evaluating the cost function is fixed as constant. Thus, the
resources required for the entire algorithm scale polynomi-
ally. We point out, however, that our algorithm is heuristic by
design and there is no guarantee of obtaining a solution with
specified quality.

2) NOISY SIMULATIONS
The experiments described in the preceding sections are sim-
ulated in a setting that has no gate noise. For demonstration
purposes, in the next set of experiments, we also investigate
the performance of L-VQE using a trapped ion noisy quan-
tum simulator. We use realistic error rates in our simulations.
Details of the noise model are given in Appendix B. We
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FIGURE 5. Average number of iterations needed for L-VQE and VQE on all 20 nodes graph (40 qubits), using SMO and COBYLA as optimizers. When
using SMO as the optimizer, L-VQE needs fewer iterations in general. When using COBYLA, VQE needs fewer iterations. However, there is a tradeoff
between the quality of the solution and the number of iterations.

FIGURE 6. Average number of iterations until convergence scales up
polynomially with respect to the size of the graph.

run the experiments on all 16 graphs and show a represen-
tative instance caveman here; more results can be found in
Appendix D. For L-VQE with Layers 1 and 2, we run the
experiments ten times each. Fig. 7 gives a violin plot of the
results. We observe that, in general, as the size of the ansatz
increases, the probability of finding the ground state or a state
that is sufficiently close increases. This suggests that L-VQE
is also relatively robust to hardware noise and can be adapted
to different quantum architecture.

D. ENTANGLEMENT VERSUS NO ENTANGLEMENT
Our next experiment is aimed at understanding the role of
entanglement in VQE. We use the same methodology as
proposed in [8]. That is, the experiment is based on replacing
the entanglement gates cnot with a t gate acting on both
qubits. Compared with previous work, with our simulator we
can investigate the algorithm’s performance on larger prob-
lems. We run the experiments on four graphs: (caveman,
gnp, random, and gaussian). For each graph, we repeat

FIGURE 7. Violin plot of L-VQE performance on a trapped ion noisy
quantum simulator. The plot shows the probability density of the results,
with the kernel density estimator truncated to (min(ρ), max(ρ)) (since
the approximation ratio cannot exceed 1). As the size of the ansatz
increases, the probability of finding the ground state or a state that is
sufficiently close increases.

TABLE 10. Percentage of Experiments Given the Approximation Ratio
Threshold

the experiments ten times with a different random seed. For
the set of experiments with entanglement, we use the ansatz
described in Fig. 2 with Layer 0 and Layer 1. For the set
of experiments without entanglement, we replace all cnot
gates with a t gate acting on both qubits. The results are
summarized in Table 10, where we report the percentage of
runs that reach the approximation threshold 0.99, 0.95, and
0.90, respectively. As we can see from the results, under both
cases, with and without full-precision energy computation,
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using the ansatz with entanglement performs better than us-
ing the ansatz without entanglement.

VII. CONCLUSIONS AND DISCUSSION
Combinatorial optimization on near-term quantum devices is
a leading candidate to demonstrate quantum advantage, and
hybrid quantum-classical algorithms have been developed
to solve this problem. In this work, we propose an iterative
L-VQE approach inspired by VQE. We specifically studied
the application of k-communities detection. In existing
works, for a graph with n nodes, solving the k-communities
modularity maximization problem requires kn qubits that
encode the problem as an Ising model Hamiltonian. We
propose a novel qubit-frugal formulation that requires only
n �log k qubits.

We compared the performance of L-VQE with QAOA,
which is widely considered to be a strong candidate for
quantum advantage in applications with NISQ computers.
However, the many-body terms in the Hamiltonian make it
harder to implement in the QAOA setting. Moreover, the nu-
merical results show that the optimization indeed gets harder,
thus suggesting that L-VQE provides a practical alternative
to QAOA for combinatorial optimization on noisy near-term
quantum computers.
Unlike VQE, which has an ansatz fixed upfront, L-VQE

starts from a simple and shallow hardware efficient ansatz
with a small number of parameterized gates and then adds
layers to the ansatz systematically. This strategy allows us
to make the ansatz more expressive and reduces the opti-
mization overhead. Our numerical results suggest that adding
layers of the ansatz indeed increases the probability of find-
ing the ground state or finding the state that is sufficiently
close to the ground state. With finite samples, however, VQE
is more likely to fail. We empirically observe L-VQE to be
more robust to finite sampling errors, making it a promising
approach for NISQ devices. We use MPS representation to
perform large-scale simulations of the quantum circuits in
MATLAB. Doing so allowed us to explore problems of larger
size (simulations up to 40 qubits and 352 parameters). We
also studied the performance of L-VQE using a simulator
of a noisy trapped-ion quantum computer. The results sug-
gest that our approach is relatively robust to hardware noise
and can be adapted and generalized to different quantum
architecture. Finally, we present numerical results of the role
of entanglement in VQE. The results clearly show that the
ansatz with entanglement performs better than the ansatz
without entanglement.
Our results are the first indication that the introduction of

additional entangling parameters in VQE for classical prob-
lems, as proposed in [79, Sec. V-B], break down the barriers
in the optimization landscape, making it more convex and,
therefore, more amenable to simple local outer-loop opti-
mizers to find a minimum. This is in sharp contrast with the
previous results of Nannicini [8], who did not observe any
beneficial effects of entanglement. The difference in findings

FIGURE 4. Best approximation ratio QAOA found for the seven-node
graph (shown in the inset) with p ranging from 1 to 30. Even with the
multistart method APOSSM to improve the optimizer COBYLA, we at
most find an estimate of the ground state up to approximation ratio
0.817.

between our results and those presented in [8] suggests the
importance of the parameterization choice and the overall
VQE procedure design to the success of such methods. We
hope that this work will lead to even better algorithms to
design ansätze for NISQ devices.

APPENDIX A
QAOA EXPERIMENTS
In this Appendix, we provide some additional details of the
QAOA experiments on the gnp random graph with seven
nodes, as shown in the inset of Fig. 4, simulating 14 qubits.
The maximal modularity with up to four communities of this
graph can be found by brute force (0.1790). We report the
approximation ratio ρ [defined in (5)] found by QAOA in
Fig. 4.We first run QAOAwith p ranging from 1 to 30 for ten
times for each p, using COBYLA to optimize the parameters.
Each run is given a different random seed and is run until
convergence. In Fig. 3, we report the best approximation ratio
we find from the ten runs. Note that local optimizers such as
COBYLA cannot guarantee to find the optimal parameters,
especially as p increases. This is the reason that the data
points of approximation ratio do not grow monotonically
with p. Therefore, to further improve the optimizer, we use
the multistart method APOSMMwith COBYLA, which uses
an ensemble of local optimization solvers. We use COBYLA
as the local optimization solver within APOSMM. We give
APOSMM a limit of 30 000 iterations. The limit is chosen
based on an empirical observation that with this parameter
choice, APOSMM will restart COBYLA at least ten times,
usually much more. Using the multistart method, the results
improve compared with using only COBYLA. We observe
that with this small graph, even if we increase p up to 30,
QAOA at most finds an estimate of the ground state up to
approximation ratio 0.817.
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FIGURE 5. Violin plots of L-VQE versus VQE: finite samples versus full-precision energy computation, using SMO and COBYLA as optimizers. The plots
show the probability density of the results with the kernel density estimator truncated to (min(ρ), max(ρ)) (since the approximation ratio cannot exceed
1). In general, as the number of layers in the ansatz increases, results of VQE deteriorate, but for L-VQE, we achieve better results.

APPENDIX B
TRAPPED-ION QUANTUM COMPUTER NOISE MODEL
In this Appendix, we give details on the error model that was
used in Section VI-C2 of the main text. The error model
is derived for a near-term trapped-ion quantum computer
with realistic error rates specified in the following. Trout
et al. [80] develop errormaps tomodel errors that accumulate
during the execution of single-qubit rotations X (θ ) = eiθX ,
Y (θ ) = eiθY , and Z(θ ) = eiθZ , as well as during the execu-
tion of Molmer–Sørensøn gate XX (θ ) = eiθX⊗X . X , Y, and
Z denote spin- 12 Pauli matrices. The quantum channels rep-
resenting the noisy action of the above-mentioned gates take

the following form:

EX (θ ) = D(pd) ◦ W (pdep) ◦ RX (pα ) ◦ UX (θ ) (13)

EY (θ ) = D(pd) ◦ W (pdep) ◦ RY (pα ) ◦ UY (θ ) (14)

EZ (θ ) = D(pd) ◦ W (pdep) ◦ RZ (pα ) ◦ UZ (θ ) (15)

EXX (θ ) = (D(pd,1) ⊗ D(pd,2)
) ◦ (W (pdep) ⊗ W (pdep)

)
◦ H(pxx) ◦ H(ph) ◦ UXX (θ ). (16)
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FIGURE 6. Violin plots of L-VQE versus VQE: finite samples versus full-precision energy computation, using SMO and COBYLA as optimizers. The plots
show the probability density of the results with the kernel density estimator truncated to (min(ρ), max(ρ)) (since the approximation ratio cannot exceed
1). In general, as the number of layers in the ansatz increases, results of VQE deteriorate, but for L-VQE, we achieve better results.

Here, UV (θ ) represents an ideal unitary evolution according
to unitary V . That is

UV (θ )ρ = e−iθVρeiθV . (17)

D(pd ) is a dephasing channel defined as

D(pd)ρ = (1 − pd)ρ + pdZρZ. (18)

Note that in the definition of EXX (θ ), we use separate dephas-
ing channels for each qubit with (potentially different) error
rates pd,1, pd,2.

Depolarizing channel W (pdep) is defined as follows:

W (pdep)ρ=(1−pdep)ρ+ pdep
3

XρX+pdep
3
YρY+ pdep

3
ZρZ.

(19)
Imprecise rotation is implemented withRV (pα ). It is defined
with

RV (pα ) = (1 − pα )ρ + pαV
†ρV (20)

where V = X,Y,Z.
Finally,H(pxx) represents the effects of two-qubit impre-

cise rotation andH(ph) implements ion heating. The channel
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FIGURE 7. Violin plots of L-VQE versus VQE: finite samples versus full-precision energy computation using SMO and COBYLA as optimizers. The plots
show the probability density of the results, with the kernel density estimator truncated to (min(ρ), max(ρ)) (since the approximation ratio cannot
exceed 1). In general, as the number of layers in the ansatz increases, results of VQE deteriorate, but for L-VQE, we achieve better results.

is defined in the following way:

H(p)ρ = (1 − p)ρ + p(X ⊗ X )ρ(X ⊗ X ). (21)

We also model the effects of noisy initial state preparation. In
our simulations, the perfect state ρ0 = diag(1, 0) is replaced
with the state affected by depolarizing channel: W (pdep)ρ0.
Similarly, the measurement error is modeled with the depo-
larizing channel. It is implemented by preceding the ideal
POVM element with an action of depolarizing channel.
We used the following realistic values of noise rates:

pd = 1.5 × 10−4

pdep = 8 × 10−4

pd,1 = pd,2 = 7.5 × 10−4

pα = 1 × 10−4

pxx = 1 × 10−3

ph = 1.25 × 10−3. (22)

APPENDIX C
ADDITIONAL L-VQE AND VQE SIMULATION RESULTS
In this Appendix, we present more detailed simulation results
of L-VQE and VQE using MPS simulator for all 16 graphs.
Figs. 5–8 show the violin plots of L-VQE versus VQE, finite
samples versus full-precision energy computation, using
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FIGURE 8. Violin plots of L-VQE versus VQE: finite samples versus full-precision energy computation using SMO and COBYLA as optimizers. The plots
show the probability density of the results, with the kernel density estimator truncated to (min(ρ), max(ρ)) (since the approximation ratio cannot
exceed 1). In general, as the number of layers in the ansatz increases, results of VQE deteriorate, but for L-VQE, we achieve better results.

SMO and COBYLA as optimizers. In general, as the number
of layers in the ansatz increases, results of VQE deteriorate,
but for L-VQE, we achieve better results. This suggests that
L-VQE is more robust to finite sampling errors as compared
with VQE.

APPENDIX D
ADDITIONAL L-VQE SIMULATION RESULTS ON TRAPPED
ION NOISY SIMULATOR
In this Appendix, we present the simulation results of L-VQE
using trapped ion noisy quantum simulator for all 16 graphs
in Fig. 9. In general, as the size of the ansatz increases,
the probability of finding the ground state or a state that is

sufficiently close increases. Therefore, we suggest that L-
VQE is relatively robust to hardware noise.
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FIGURE 9. Violin plot of L-VQE performance on a trapped ion noisy quantum simulator. The plot shows the probability density of the results with the
kernel density estimator truncated to (min(ρ), max(ρ)) (since the approximation ratio cannot exceed 1). In general, as the size of the ansatz increases,
the probability of finding the ground state or a state that is sufficiently close increases.

research in accordance with the DOE Public Access Plan
http://energy.gov/downloads/doe-public-access-plan.

ACKNOWLEDGMENT
The authors would like to thank J. Larson for help with tun-
ing APOSMM for QAOA parameter optimization. Clemson
University is acknowledged for generous allotment of com-
puting time on the Palmetto cluster. Los Alamos National
Laboratory is operated by Triad National Security, LLC, for
the National Nuclear Security Administration of the U.S. De-
partment of Energy under Contract 89233218CNA000001.

REFERENCES
[1] Y. Alexeev et al., “Quantum computer systems for scientific dis-

covery,” PRX Quantum, vol. 2, no. 1, Feb. 2021, Art. no. 017001,
doi: 10.1103/PRXQuantum.2.017001.

[2] R. Shaydulin, H. Ushijima-Mwesigwa, C. F. A. Negre, I. Safro,
S. M. Mniszewski, and Y. Alexeev, “A hybrid approach for solving op-
timization problems on small quantum computers,” Computer, vol. 52,
no. 6, pp. 18–26, Jun. 2019, doi: 10.1109/MC.2019.2908942.

[3] J. Preskill, “Quantum computing in the NISQ era and
beyond,” Quantum, vol. 2, p. 79, Aug. 2018.

[4] E. Farhi, J. Goldstone, and S. Gutmann, “A quantum approximate
optimization algorithm,” arXiv:1411.4028, 2014. [Online]. Available:
https://arxiv.org/abs/arXiv:1411.4028

[5] E. Farhi, J. Goldstone, S. Gutmann, and H. Neven, “Quantum algo-
rithms for fixed qubit architectures,” arXiv:1703.06199, 2017. [Online].
Available: https://arxiv.org/abs/arXiv:1703.06199

3100920 VOLUME 3, 2022

http://energy.gov/downloads/doe-public-access-plan
https://dx.doi.org/10.1103/PRXQuantum.2.017001
https://dx.doi.org/10.1109/MC.2019.2908942
https://arxiv.org/abs/arXiv:1411.4028
https://arxiv.org/abs/arXiv:1703.06199


Liu et al.: LAYER VQE: A VARIATIONAL APPROACH FOR COMBINATORIAL OPTIMIZATION Engineeringuantum
Transactions onIEEE

[6] S. Hadfield, Z. Wang, B. O’Gorman, E. G. Rieffel, D. Venturelli, and
R. Biswas, “From the quantum approximate optimization algorithm to a
quantum alternating operator ansatz,” Algorithms, vol. 12, no. 2, p. 34,
2019, doi: 10.3390/a12020034.

[7] N. Moll et al., “Quantum optimization using variational algorithms on
near-term quantum devices,” Quantum Sci. Technol., vol. 3, no. 3, 2018,
Art. no. 030503, doi: 10.1088/2058-9565/aab822

[8] G. Nannicini, “Performance of hybrid quantum-classical variational
heuristics for combinatorial optimization,” Phys. Rev. E, vol. 99, no. 1,
2019, Art. no. 013304, doi: 10.1103/PhysRevE.99.013304.

[9] M. Cerezo et al., “Variational quantum algorithms,”Nature Reviews Phys.,
vol. 3, p. 625644, 2021, doi: 10.1038/s42254-021-00348-9.

[10] Z. Holmes, K. Sharma, M. Cerezo, and P. J. Coles, “Connecting ansatz
expressibility to gradient magnitudes and barren plateaus,” PRXQuantum.
American Physical Society, vol. 3, no. 1, Jan. 2022, Art. no. 010313, doi:
10.1103/PRXQuantum.3.010313.

[11] J. R. McClean, S. Boixo, V. N. Smelyanskiy, R. Babbush, and
H. Neven, “Barren plateaus in quantum neural network training
landscapes,” Nature Commun., vol. 9, no. 1, pp. 1–6, 2018,
doi: 10.1038/s41467-018-07090-4.

[12] A. Kandala et al., “Hardware-efficient variational quantum eigensolver
for small molecules and quantum magnets,” Nature, vol. 549, no. 7671,
pp. 242–246, 2017, doi: 10.1038/nature23879.

[13] R. Shaydulin, S. Hadfield, T. Hogg, and I. Safro, “Classical symmetries
and the Quantum Approximate Optimization Algorithm,” Quantum Inf.
Process., vol. 20, 2021, Art. no. 359, doi: 10.1007/s11128-021-03298-4.

[14] S. Bravyi, A. Kliesch, R. Koenig, and E. Tang, “Obstacles to state prepa-
ration and variational optimization from symmetry protection,” Phys. Rev.
Lett., vol. 125, no. 26, Dec. 2020, Art. no. 260505, doi: 10.1103/Phys-
RevLett.125.260505.

[15] M. Cerezo, A. Sone, T. Volkoff, L. Cincio, and P. J. Coles, “Cost-function-
dependent barren plateaus in shallow quantum neural networks,” Nature
Commun., Nature Publishing Group, vol. 12, no. 1, pp. 1–12, 2021

[16] K. Sharma, M. Cerezo, L. Cincio, and P. J. Coles, “Trainability of dis-
sipative perceptron-based quantum neural networks,” arXiv:2005.12458,
2020. [Online]. Available: https://arxiv.org/abs/arXiv:2005.12458

[17] A. Pesah, M. Cerezo, S. Wang, T. Volkoff, A. T. Sornborger, and P. J.
Coles, “Absence of barren plateaus in quantum convolutional neural net-
works,” Phys. Rev. X, vol. 11, no. 4, Oct.–Dec. 2021, Art. no. 041011,
doi: 10.1103/PhysRevX.11.041011.

[18] M. Cerezo and P. J. Coles, “Higher order derivatives of quantum neural
networks with barren plateaus,”Quantum Sci. Technol., vol. 6, no. 3, 2021,
Art. no. 035006, doi: 10.1088/2058-9565/abf51a/pdf.

[19] S. Wang et al., “Noise-induced barren plateaus in variational quan-
tum algorithms,” Nature Commun., vol. 12, 2021, Art. no. 6961,
doi: 10.1038/s41467-021-27045-6.

[20] Z. Holmes, A. Arrasmith, B. Yan, P. J. Coles, A. Albrecht, and A. T.
Sornborger, “Barren plateaus preclude learning scramblers,” Phys. Rev.
Lett., vol. 126, no. 19, May 2021, Art. no. 190501, doi: 10.1103/Phys-
RevLett.126.190501.

[21] T. J. Volkoff, “Efficient trainability of linear optical modules in quantum
optical neural networks,” J. Russ. Laser Res., vol. 42, p. 250260, 2021,
doi: 10.1007/s10946-021-09958-1.

[22] E. Campos, A. Nasrallah, and J. Biamonte, “Abrupt transitions in
variational quantum circuit training,” Phys. Rev. A, vol. 103, Mar. 2021,
Art. no. 032607, doi: 10.1103/PhysRevA.103.032607.

[23] C. Ortiz Marrero, M. Kieferová, and N. Wiebe, “Entanglement-induced
barren plateaus,” PRX Quantum, vol. 2, no. 4, Oct.–Dec. 2021,
Art. no. 040316, doi: 10.1103/PRXQuantum.2.040316.

[24] A. Abbas, D. Sutter, C. Zoufal, A. Lucchi, A. Figalli, and S. Woerner,
“The power of quantum neural networks,” Nature Comput. Sci., vol. 1,
p. 403409, 2021, doi: 10.1038/s43588-021-00084-1.

[25] S. Khairy, R. Shaydulin, L. Cincio, Y. Alexeev, and P. Balaprakash,
“Learning to optimize variational quantum circuits to solve combinatorial
problems,” in Proc. 34th AAAI Conf. Artif. Intell., 2020, pp. 2367–2375,
doi: 10.1609/aaai.v34i03.5616.

[26] M. Wilson, S. Stromswold, F. Wudarski, S. Hadfield,
N. M. Tubman, and E. Rieffel, “Optimizing quantum heuristics
with meta-learning,” Quantum Mach. Intell., vol. 3, 2021, Art. no. 13,
doi: 10.1007/s42484-020-00022-w.

[27] G. Verdon et al., “Learning to learn with quantum neural networks via
classical neural networks,” arXiv:1907.05415, 2019. [Online]. Available:
https://arxiv.org/abs/arXiv:1907.05415

[28] L. Zhou, S.-T. Wang, S. Choi, H. Pichler, and M. D. Lukin, “Quantum
approximate optimization algorithm: Performance, mechanism, and im-
plementation on near-term devices,” Phys. Rev. X, vol. 10, no. 2, 2020,
Art. no. 021067, doi: 10.1103/PhysRevX.10.021067.

[29] G. E. Crooks, “Performance of the quantum approximate optimiza-
tion algorithm on the maximum cut problem,” arXiv:1811.08419, 2018.
[Online]. Available: https://arxiv.org/abs/arXiv:1811.08419

[30] G. B. Mbeng, R. Fazio, and G. Santoro, “Quantum annealing:
A journey through digitalization, control, and hybrid quantum
variational schemes,” arXiv:1906.08948, 2019. [Online]. Available:
https://arxiv.org/abs/arXiv:1906.08948

[31] H. R. Grimsley, S. E. Economou, E. Barnes, and N. J. Mayhall, “An
adaptive variational algorithm for exact molecular simulations on a
quantum computer,” Nature Commun., vol. 10, no. 1, pp. 1–9, 2019,
doi: 10.1038/s41467-019-10988-2.

[32] L. Zhu, H. L. Tang, G. S. Barron, N. J. Mayhall, E. Barnes,
and S. E. Economou, “An adaptive quantum approximate
optimization algorithm for solving combinatorial problems on a
quantum computer,” arXiv:2005.10258, 2020. [Online]. Available:
https://arxiv.org/abs/arXiv:2005.10258

[33] A. Skolik, J. R. McClean, M. Mohseni, P. van der Smagt, and M. Leib,
“Layerwise learning for quantum neural networks,” Quantum Mach. In-
tell., vol. 3, 2021, Art. no. 5, doi: 10.1007/s42484-020-00036-4.

[34] A. Peruzzo et al., “A variational eigenvalue solver on a photonic
quantum processor,” Nature Commun., vol. 5, 2014, Art. no. 4213,
doi: 10.1038/ncomms5213.

[35] M. P. Quinones and C. Junqueira, “Modeling linear inequality constraints
in quadratic binary optimization for variational quantum eigensolver,”
Jul. 2020. [Online]. Available: https://arxiv.org/abs/2007.13245

[36] P. K. Barkoutsos, G. Nannicini, A. Robert, I. Tavernelli, and S. Woerner,
“Improving variational quantum optimization using CVaR,” Quantum,
vol. 4, p. 256, Apr. 2020, doi: 10.22331/q-2020-04-20-256.

[37] M. Streif and M. Leib, “Training the quantum approximate opti-
mization algorithm without access to a quantum processing unit,”
Quantum Sci. Technol., vol. 5, no. 3, May 2020, Art. no. 034008,
doi: 10.1088/2058-9565/ab8c2b.

[38] R. Shaydulin and S. M. Wild, “Exploiting symmetry reduces the
cost of training QAOA,” IEEE Trans. Quantum Eng., vol. 2, 2021,
Art. no. 3101409, doi: 10.1109/TQE.2021.3066275.

[39] F. G. Brandao, M. Broughton, E. Farhi, S. Gutmann, and
H. Neven, “For fixed control parameters the quantum approximate
optimization algorithm’s objective function value concentrates for
typical instances,” arXiv:1812.04170, 2018. [Online]. Available:
https://arxiv.org/abs/arXiv:1812.04170

[40] R. Shaydulin, I. Safro, and J. Larson, “Multistart methods for quantum ap-
proximate optimization,” in Proc. IEEE High Perform. Extreme Comput.
Conf., 2019, pp. 1–8, doi: 10.1109/HPEC.2019.8916288.

[41] M. E. Newman, “Modularity and community structure in networks,”
Proc. Nat. Acad. Sci., vol. 103, no. 23, pp. 8577–8582, 2006,
doi: 10.1073/pnas.0601602103.

[42] A. Buluç, H. Meyerhenke, I. Safro, P. Sanders, and C. Schulz, “Recent
advances in graph partitioning,” inAlgorithm Engineering. NewYork, NY,
USA: Springer, 2016, pp. 117–158, doi: 10.1007/978-3-319-49487-6_4.

[43] P. Erdös and A. Rényi, “On the evolution of random graphs,” in The
Structure andDynamics of Networks. Princeton, NJ, USA: PrincetonUniv.
Press, 2011, pp. 38–82, doi: 10.1515/9781400841356.38.

[44] A. M. Niklasson et al., “Graph-based linear scaling electronic struc-
ture theory,” J. Chem. Phys., vol. 144, no. 23, 2016, Art. no. 234101,
doi: 10.1063/1.4952650.

[45] H. Jeong, B. Tombor, R. Albert, Z. N. Oltvai, and A.-L. Barabási,
“The large-scale organization of metabolic networks,” Nature, vol. 407,
no. 6804, pp. 651–654, 2000, doi: 10.1038/35036627.

[46] J. Ugander, B. Karrer, L. Backstrom, and C. Marlow, “The
anatomy of the Facebook social graph,” 2011. [Online]. Available:
https://arxiv.org/abs/arXiv:1111.4503

[47] U. Brandes et al., “Maximizing modularity is hard,” 2006. [Online].
Available: https://arxiv.org/abs/physics/0608255

VOLUME 3, 2022 3100920

https://dx.doi.org/10.3390/a12020034
https://dx.doi.org/10.1088/2058-9565/aab822
https://dx.doi.org/10.1103/PhysRevE.99.013304
https://dx.doi.org/10.1038/s42254-021-00348-9
https://dx.doi.org/10.1103/PRXQuantum.3.010313
https://dx.doi.org/10.1038/s41467-018-07090-4
https://dx.doi.org/10.1038/nature23879
https://dx.doi.org/10.1007/s11128-021-03298-4
https://dx.doi.org/10.1103/PhysRevLett.125.260505
https://dx.doi.org/10.1103/PhysRevLett.125.260505
https://arxiv.org/abs/arXiv:2005.12458
https://dx.doi.org/10.1103/PhysRevX.11.041011
https://dx.doi.org/10.1088/2058-9565/abf51a/pdf
https://dx.doi.org/10.1038/s41467-021-27045-6
https://dx.doi.org/10.1103/PhysRevLett.126.190501
https://dx.doi.org/10.1103/PhysRevLett.126.190501
https://dx.doi.org/10.1007/s10946-021-09958-1
https://dx.doi.org/10.1103/PhysRevA.103.032607
https://dx.doi.org/10.1103/PRXQuantum.2.040316
https://dx.doi.org/10.1038/s43588-021-00084-1
https://dx.doi.org/10.1609/aaai.v34i03.5616
https://dx.doi.org/10.1007/s42484-020-00022-w
https://arxiv.org/abs/arXiv:1907.05415
https://dx.doi.org/10.1103/PhysRevX.10.021067
https://arxiv.org/abs/arXiv:1811.08419
https://arxiv.org/abs/arXiv:1906.08948
https://dx.doi.org/10.1038/s41467-019-10988-2
https://arxiv.org/abs/arXiv:2005.10258
https://dx.doi.org/10.1007/s42484-020-00036-4
https://dx.doi.org/10.1038/ncomms5213
https://arxiv.org/abs/2007.13245
https://dx.doi.org/10.22331/q-2020-04-20-256
https://dx.doi.org/10.1088/2058-9565/ab8c2b
https://dx.doi.org/10.1109/TQE.2021.3066275
https://arxiv.org/abs/arXiv:1812.04170
https://dx.doi.org/10.1109/HPEC.2019.8916288
https://dx.doi.org/10.1073/pnas.0601602103
https://dx.doi.org/10.1007/978-3-319-49487-6_4
https://dx.doi.org/10.1515/9781400841356.38
https://dx.doi.org/10.1063/1.4952650
https://dx.doi.org/10.1038/35036627
https://arxiv.org/abs/arXiv:1111.4503
https://arxiv.org/abs/physics/0608255


Engineeringuantum
Transactions onIEEE

Liu et al.: LAYER VQE: A VARIATIONAL APPROACH FOR COMBINATORIAL OPTIMIZATION

[48] M. C. Nascimento and A. C. De Carvalho, “Spectral methods for graph
clustering-a survey,” Eur. J. Oper. Res., vol. 211, no. 2, pp. 221–231, 2011,
doi: 10.1016/j.ejor.2010.08.012.

[49] C. F. Negre, H. Ushijima-Mwesigwa, and S. M. Mniszewski, “Detecting
multiple communities using quantum annealing on the D-Wave system,”
PLoS One, vol. 15, no. 2, 2020, Art. no. e0227538, doi: 10.1371/jour-
nal.pone.0227538.

[50] R. Shaydulin, H. Ushijima-Mwesigwa, I. Safro, S. Mniszewski, and
Y. Alexeev, “Network community detection on small quantum comput-
ers,” Adv. Quantum Technol., vol. 2, no. 9, 2019, Art. no. 1900029,
doi: 10.1002/qute.201900029.

[51] H. Ushijima-Mwesigwa, C. F. Negre, and S. M. Mniszewski, “Graph
partitioning using quantum annealing on the D-Wave system,” in Proc.
2nd Int. Workshop Post Moores Era Supercomput., 2017, pp. 22–29,
doi: 10.1145/3149526.3149531.

[52] H. Ushijima-Mwesigwa, R. Shaydulin, C. F. Negre, S. M. Mniszewski,
Y. Alexeev, and I. Safro, “Multilevel combinatorial optimization across
quantum architectures,” ACM Trans. Quantum Comput., vol. 2, no. 1,
pp. 1–29, 2021, doi: 10.1145/3425607.

[53] R. Shaydulin, H. Ushijima-Mwesigwa, I. Safro, S. Mniszewski, and
Y. Alexeev, “Community detection across emerging quantum architec-
tures,” in Proc. 3rd Int. Workshop Post Moore’s Era Supercomput., 2018.
[Online]. Available: https://arxiv.org/abs/arXiv:1810.07765

[54] S. Wang et al., “Noise-induced barren plateaus in variational quan-
tum algorithms,” Nature Commun., vol. 12, 2021, Art. no. 6961,
doi: 10.1038/s41467-021-27045-6.

[55] C. Xue, Z.-Y. Chen, Y.-C. Wu, and G.-P. Guo, “Effects of
quantum noise on quantum approximate optimization algorithm,”
Chinese Phys. Lett., vol. 38, no. 3, 2021, Art. no. 030302,
doi: 10.1088/0256-307X/38/3/030302.

[56] R. J. Bartlett, S. A. Kucharski, and J. Noga, “Alternative coupled-cluster
ansätze. II. The unitary coupled-cluster method,” Chem. Phys. Lett.,
vol. 155, no. 1, pp. 133–140, 1989, doi: 10.1016/S0009-2614(89)87372-5.

[57] B. T. Gard, L. Zhu, G. S. Barron, N. J. Mayhall, S. E. Economou, and
E. Barnes, “Efficient symmetry-preserving state preparation circuits for
the variational quantum eigensolver algorithm,” npj Quantum Inf., vol. 6,
no. 1, pp. 1–9, 2020, doi: 10.1038/s41534-019-0240-1.

[58] J. Romero, R. Babbush, J. R. McClean, C. Hempel, P. J. Love, and A.
Aspuru-Guzik, “Strategies for quantum computing molecular energies
using the unitary coupled cluster ansatz,” Quantum Sci. Technol., vol. 4,
no. 1, 2018, Art. no. 014008, doi: 10.1088/2058-9565/aad3e4.

[59] A. Kandala, K. Temme, A. D. Córcoles, A. Mezzacapo, J. M. Chow, and
J. M. Gambetta, “Error mitigation extends the computational reach of a
noisy quantum processor,” Nature, vol. 567, no. 7749, pp. 491–495, 2019,
doi: 10.1038/s41586-019-1040-7.

[60] P. K. Barkoutsos et al., “Quantum algorithms for electronic struc-
ture calculations: Particle-hole hamiltonian and optimized wave-function
expansions,” Phys. Rev. A, vol. 98, no. 2, 2018, Art. no. 022322,
doi: 10.1103/PhysRevA.98.022322.

[61] M. Ganzhorn et al., “Gate-efficient simulation of molecular eigen-
states on a quantum computer,” Phys. Rev. Appl., vol. 11, Apr. 2019,
Art. no. 044092, doi: 10.1103/PhysRevApplied.11.044092.

[62] H. L. Tang et al., “Qubit-ADAPT-VQE: An adaptive algorithm for
constructing hardware-efficient ansätze on a quantum processor,” PRX
Quantum, vol. 2, no. 2, 2021, Art. no. 020310, doi: 10.1103/PRXQuan-
tum.2.020310.

[63] I. G. Ryabinkin, T.-C. Yen, S. N. Genin, and A. F. Izmaylov,
“Qubit coupled cluster method: A systematic approach to
quantum chemistry on a quantum computer,” J. Chem. Theory Comput.,
vol. 14, no. 12, pp. 6317–6326, 2018, doi: 10.1021/acs.jctc.8b00932.

[64] I. G. Ryabinkin, R. A. Lang, S. N. Genin, and A. F. Izmaylov, “Iter-
ative qubit coupled cluster approach with efficient screening of gener-
ators,” J. Chem. Theory Comput., vol. 16, no. 2, pp. 1055–1063, 2020,
doi: 10.1021/acs.jctc.9b01084.

[65] R. A. Lang, I. G. Ryabinkin, and A. F. Izmaylov, “Unitary
transformation of the electronic hamiltonian with an exact quadratic trun-
cation of the Baker–Campbell–Hausdorff expansion,” J. Chem. Theory
Comput., vol. 17, no. 1, pp. 66–78, 2020, doi: 10.1021/acs.jctc.0c00170.

[66] D. Claudino, J. Wright, A. J. McCaskey, and T. S. Humble, “Bench-
marking adaptive variational quantum eigensolvers,” Front. Chem., vol. 8,
2020, Art. no. 1152, doi: 10.3389/fchem.2020.606863.

[67] S. Sim, J. Romero, J. F. Gonthier, and A. A. Kunitsa, “Adap-
tive pruning-based optimization of parameterized quantum circuits,”
Quantum Sci. Technol., vol. 6, no. 2, 2021, Art. no. 025019,
doi: 10.1088/2058-9565/ABE107.

[68] Y. S. Yordanov, D. R. M. Arvidsson-Shukur, and C. H. W. Barnes, “Ef-
ficient quantum circuits for quantum computational chemistry,” Phys.
Rev. A, vol. 102, no. 6, 2020, Art. no. 062612, doi: 10.1103/Phys-
RevA.102.062612.

[69] Y. S. Yordanov, V. Armaos, C. H. W. Barnes, and D. R. M.
Arvidsson-Shukur, “Qubit-excitation-based adaptive variational quantum
eigensolver,” Commun. Phys., Nature Publishing Group, vol. 4, no, 1, pp.
1–11, 2020.

[70] R. Orús, “A practical introduction to tensor networks: Matrix prod-
uct states and projected entangled pair states,” Ann. Phys., vol. 349,
pp. 117–158, 2014, doi: 10.1016/j.aop.2014.06.013.

[71] “Qiskit: An open-source framework for quantum computing,” 2019.
[Online]. Available: https://doi.org/10.5281/zenodo.2562111

[72] K. M. Nakanishi, K. Fujii, and S. Todo, “Sequential minimal op-
timization for quantum-classical hybrid algorithms,” Phys. Rev. Res.,
vol. 2, no. 4, Oct.–Dec. 2020, Art. no. 043158, doi: 10.1103/PhysRevRe-
search.2.043158.

[73] M. J. Powell, “A direct search optimization method that models the objec-
tive and constraint functions by linear interpolation,” in Advances in Opti-
mization and Numerical Analysis. Dordrecht, The Netherlands: Springer,
1994, pp. 51–67, doi: 10.1007/978-94-015-8330-5_4.

[74] M. J. D. Powell, “Direct search algorithms for optimization
calculations,” Acta Numerica, vol. 7, pp. 287–336, Jan. 1998,
doi: 10.1017/S0962492900002841.

[75] E. Jones et al., “SciPy: Open source scientific tools for Python,” 2001.
[Online]. Available: http://www.scipy.org/

[76] S. Hudson, J. Larson, S. M. Wild, and D. Bindel, “libEnsemble
users manual,” 2019. [Online]. Available: https://buildmedia.
readthedocs.org/media/pdf/libensemble/latest/libensemble.pdf

[77] J. Larson and S. M. Wild, “A batch, derivative-free algorithm for finding
multiple local minima,” Optim. Eng., vol. 17, no. 1, pp. 205–228, 2016,
doi: 10.1007/s11081-015-9289-7.

[78] J. Larson and S. M. Wild, “Asynchronously parallel optimization
solver for finding multiple minima,” Math. Program. Comput.,
vol. 10, no. 3, pp. 303–332, 2018, doi: 10.1007/s12532-017-0131-4.

[79] J. R. McClean et al., “Low-depth mechanisms for quantum optimiza-
tion,” PRX Quantum, vol. 2, no. 3, Jul.–Sep. 2021, Art. no. 030312,
doi: 10.1103/PRXQuantum.2.030312.

[80] C. J. Trout et al., “Simulating the performance of a distance-3 surface code
in a linear ion trap,” New J. Phys., vol. 20, no. 4, 2018, Art. no. 043038,
doi: 10.1088/1367-2630/aab341.

3100920 VOLUME 3, 2022

https://dx.doi.org/10.1016/j.ejor.2010.08.012
https://dx.doi.org/10.1371/journal.pone.0227538
https://dx.doi.org/10.1371/journal.pone.0227538
https://dx.doi.org/10.1002/qute.201900029
https://dx.doi.org/10.1145/3149526.3149531
https://dx.doi.org/10.1145/3425607
https://arxiv.org/abs/arXiv:1810.07765
https://dx.doi.org/10.1038/s41467-021-27045-6
https://dx.doi.org/10.1088/0256-307X/38/3/030302
https://dx.doi.org/10.1016/S0009-2614(89)87372-5
https://dx.doi.org/10.1038/s41534-019-0240-1
https://dx.doi.org/10.1088/2058-9565/aad3e4
https://dx.doi.org/10.1038/s41586-019-1040-7
https://dx.doi.org/10.1103/PhysRevA.98.022322
https://dx.doi.org/10.1103/PhysRevApplied.11.044092
https://dx.doi.org/10.1103/PRXQuantum.2.020310
https://dx.doi.org/10.1103/PRXQuantum.2.020310
https://dx.doi.org/10.1021/acs.jctc.8b00932
https://dx.doi.org/10.1021/acs.jctc.9b01084
https://dx.doi.org/10.1021/acs.jctc.0c00170
https://dx.doi.org/10.3389/fchem.2020.606863
https://dx.doi.org/10.1088/2058-9565/ABE107
https://dx.doi.org/10.1103/PhysRevA.102.062612
https://dx.doi.org/10.1103/PhysRevA.102.062612
https://dx.doi.org/10.1016/j.aop.2014.06.013
https://doi.org/10.5281/zenodo.2562111
https://dx.doi.org/10.1103/PhysRevResearch.2.043158
https://dx.doi.org/10.1103/PhysRevResearch.2.043158
https://dx.doi.org/10.1007/978-94-015-8330-5_4
https://dx.doi.org/10.1017/S0962492900002841
http://www.scipy.org/
https://buildmedia.penalty -@M readthedocs.org/media/pdf/libensemble/latest/libensemble.pdf
https://buildmedia.penalty -@M readthedocs.org/media/pdf/libensemble/latest/libensemble.pdf
https://dx.doi.org/10.1007/s11081-015-9289-7
https://dx.doi.org/10.1007/s12532-017-0131-4
https://dx.doi.org/10.1103/PRXQuantum.2.030312
https://dx.doi.org/10.1088/1367-2630/aab341


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


