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Abstract
Wireless multimedia big data contains valuable 

information on users’ behavior, content charac-
teristics and network dynamics, which can drive 
system design and optimization. The fundamental 
issue is how to mine data intelligence and further 
incorporate them into wireless multimedia systems. 
Motivated by the success of deep learning, in this 
work we propose and present an integration of 
wireless multimedia systems and deep learning. 
We start with decomposing a wireless multimedia 
system into three components, including end-users, 
network environment, and servers, and present 
several potential topics to embrace deep learning 
techniques. After that, we present deep learning 
based QoS/QoE prediction and bitrate adjustment 
as two case-studies. In the former case, we present 
an end-to-end and unified framework that consists 
of three phases, including data preprocessing, rep-
resentation learning, and prediction. It achieves 
significant performance improvement in compari-
son to the best baseline algorithm (88 percent vs. 
80 percent). In the latter case, we present a deep 
reinforcement learning based framework for bitrate 
adjustment. Evaluating the performance with a real 
wireless dataset, we show that the perceived video 
QoE average bitrate, rebuffering time and bitrate 
variation can be improved significantly.

Introduction
Motivated by the success of various artificial intel-
ligence applications, their milestone technique, 
that is, deep learning, has been considered to be 
an effective means to alleviate the ever-increas-
ing pressure of wireless video traffic. Globally, 
IP video traffic will grow four-fold from 2017 to 
2022, and account for 82 percent of all IP traffic 
by 2022, up from 75 percent in 2017. The explo-
sive trend is caused by several changes, including 
the growth of video viewing on mobile devices, 
the video definition shift from standard-definition 
to ultra-high-definition (UHD) [1], and abundant 
short-form video and long-form video applications 
[2]. This massive data contains valuable informa-
tion of human-beings and wireless systems, and 
provides various potentials for data-driven system 
design and optimization [3]. Due to the great suc-
cess of deep learning in other fields, the design 
of wireless multimedia systems based on deep 
learning has attracted attention from both indus-
try and academia. In particular, we can mine the 

information propagation pattern based on social 
network analysis and further utilize the insights for 
video prefetching or dissemination [4]; QoS/QoE 
modeling based on context and user interest min-
ing can guide the encoding strategy design.

Applying deep learning into the design and 
optimization of wireless multimedia systems faces 
two fundamental challenges. First, the unique char-
acteristics of wireless multimedia data embarrass 
data analysis and intelligence mining. In particular, 
wireless multimedia data is usually unstructured, 
multi-modal and heterogeneous. The status 
information of multimedia systems and network 
environment is organized into structured time-se-
quential format. Video contents are unstructured, 
including meta-data, audio and video information. 
Multimedia consumers related information, such 
as emotions, interests and social relationships, is 
a mixture of structured and un-structured data, 
which is difficult to represent. Existing deep learn-
ing methods perform well for single-domain data, 
for example, computer vision and natural language 
processing, but not for wireless multimedia com-
munication. Second, wireless multimedia systems, 
consisting of end-users, outlets, wireless network 
environments, and server systems, are complex 
and evolving rapidly. Multimedia communication 
techniques include 4G/5G, software defined net-
working (SDN), information centric networking 
(ICN) [5], network function virtualization (NFV), 
and so on. Multimedia applications cover interac-
tive video streaming, ultra-definition videos, cloud 
gaming, augmented reality and virtual reality (AR/
VR), and so on. Multimedia outlets shift from PC to 
tablet PCs or smart phones. Distinctive techniques 
request customized learning and optimization 
methods, and different applications/outlets corre-
spond to the fast changing access pattern. Incor-
porating deep learning into multimedia systems 
should be in an online-manner.

There exist some efforts to tackle the aforemen-
tioned two challenges, which can be categorized 
into machine learning based methods and model 
based methods. For the former, the traditional 
machine learning methods often rely on hand-craft-
ed features based on prior knowledge and domain 
expertise, which are designed for specific data-
sets, and are difficult to extend to other scenarios 
directly. To address the drawback, deep learning 
based methods utilize multi-layer neural networks 
for feature representation and classification (or 
regression). However, some multimedia data share 
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significant similarities in features and processing 
methods. Various models develop separate frame-
works for feature engineering and training, neglect-
ing these similarities. They often lead to inefficiency 
in the model training and developing process. For 
the latter, existing methods also utilize a given data-
set to model the running mechanism of wireless 
multimedia systems or build a simulator, and then 
devise various optimization algorithms. Due to the 
fast evolving characteristic of multimedia systems, 
the well-characterized simulators or models in the 
experimental environment inevitably differ from tar-
get systems. This bias between simulator and real 
systems presents an obstacle to any model based 
method.

To further bridge the performance gap, we 
jointly study deep learning based data analysis and 
system optimization for wireless multimedia sys-
tems. First, we decompose a wireless multimedia 
system into three components, including end-users, 
network environment, and servers, and present 
several potential topics to embrace deep learning 
techniques. After that, we present deep learning 
based QoS/QoE prediction and bitrate adjustment 
as two case-studies. In the first case, we present an 
end-to-end and unified framework that consists of 
three phases, including data pre-processing, repre-
sentation learning, and prediction. Our framework 
supplies a complete pipeline and is applicable for 
a variety of datasets. In the second case, we pres-
ent a deep reinforcement learning (DRL) based 
framework for video bitrate adjustment. Our pro-
posed methods in two examples can be extended 
to other topics. For example, the QoE prediction 
framework can be utilized to analyze user access 
patterns and network status monitoring, and the 
DRL framework can be applicable for content 
prefetching or caching.

The rest of the article is organized as follows. 
The following section introduces related work 
for deep learning and its applications in wireless 
video communications. Then we provide an end-
to-end framework and discuss potential topics to 
embrace the deep learning technique. Following 
that we show a novel framework to predict video 
QoS/QoE. Then we develop a DRL framework for 
bitrate adjustment in wireless video streaming. The 
final section concludes this article and discusses 
future work.

Overview of Deep Neural Network Based  
Video Streaming

This section presents a brief introduction to adap-
tive video streaming and deep neural network 
based video streaming.

Adaptive Video Streaming
HTTP-based adaptive streaming (HAS) is the 
de-facto standard for video streaming, and has 
been widely supported by many solutions, includ-
ing MPEG-DASH, Adobe HTTP Dynamic Stream-
ing, and Apple HTTP Live Streaming. Under such 
a framework, each video is divided into a set of 
chunks with equal length (e.g., 2–5 seconds). 
Each of these chunks is then encoded into multi-
ple quality levels corresponding to different bitrate 
and resolution. Clients can dynamically download 
chunks with the appropriate bitrate and resolution 
according to the network conditions and outlet 

specifics to guarantee the desired quality require-
ment.

Many previous efforts focus on bitrate adapta-
tion to improve the QoS/QoE. In particular, the 
most widely adopted objective QoS/QoE met-
ric is in the weighted summation form of startup 
delay, rebuffering time, average bitrate, and video 
quality variation. To achieve this goal, Huang et 
al. [6] designed a buffer-fullness based approach 
which directly chose the video bitrate by consid-
ering the current buffer occupancy. Yin et al. [7] 
proposed a model predictive control approach, 
which combined throughput and buffer occupancy 
information, for bitrate adaptation. In this line of 
work, other control theoretic approaches, such as 
Proportional-Integral-Derivative (PID) controller [8], 
are also investigated for bitrate adjustment.

Neural Network Based Video Streaming
Deep neural networks, inspired by the working 
principle of the human brain, are a set of algo-
rithms (e.g., convolutional neural network, long 
short-term memory, and deep reinforcement 
learning) that are used to recognize patterns, 
including clustering, classification, and regres-
sion. They can model complex trends and detect 
non-linear relationships among input data. A typi-
cal deep neural network model makes up of one 
input layer, many hidden layers and one output 
layer. The input layer refers to the input data vari-
ables. Each hidden layer consists of a number of 
neurons that process its inputs from the previous 
layer using an activation function, which trans-
forms the input data variables to an output data. 
The neurons between each layer are connect-
ed by connections that have numeric weights. 
The output layer generates results (e.g., class) for 
the given inputs according to the interconnec-
tion weights defined through the hidden layer. 
A convolutional neural network is comprised of 
a number of convolutional and subsampling lay-
ers and followed by several fully connected lay-
ers. The major benefits are that CNNs have quite 
fewer parameters than fully connected networks 
with the same number of hidden neurons, and 
can grasp the 2D structure of images. Long short-
term memory (LSTM) is a variation of recurrent 
neural networks, which takes not only the current 
input example, but also those it has previously 
perceived (i.e., feedback connections). LSTMs 
help preserve the error that can be backpropa-
gated through time and layers, and widely used 
in sequential data analysis. DRL, considering long-
term accumulative rewards for sequential and far-
sighted decision making, combines deep neural 
networks and reinforcement learning. It utilizes 
the neural networks to approximate the relation-
ship between states and actions, and thus address 
the curse of dimensionality.

Currently, deep neural networks outperform tra-
ditional machine learning algorithms in many files, 
including computer vision, speech recognition, and 
natural language processing. Traditional machine 
learning algorithms consist of two major steps, 
including feature extraction, and (un)supervised 
feature learning. The performance highly relies on 
feature extraction, which needs prior knowledge 
and domain expertise. By contrast, deep neural 
networks replace these two steps with a unified 
neural architecture, and learn more latent fea-

Deep neural networks, 
inspired by the work-
ing principle of the 
human brain, are a set 
of algorithms (e.g., con-
volutional neural net-
work, long short-term 
memory, and deep 
reinforcement learning) 
that are used to recog-
nize patterns, including 
clustering, classification, 
and regression. They 
can model complex 
trends and detect 
non-linear relationships 
among input data.
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tures via a huge amount of connected neurons 
to gain better performance. Although deep neu-
ral networks show excellent performance in many 
machine learning tasks, their applications to wire-
less systems have not yet been widely explored.

Motivated by the success of deep learning 
techniques, our previous work, called DeepQoE 
[9], presented an end-to-end framework by com-
bining different neural network models to pre-
dict QoE, and outperformed the traditional QoE 
metric. Traditional video adaptation algorithms 
rely on model building and parameter estimation, 
such as network bandwidth. Deep learning based 
approaches [10, 11] directly learn how the past 
bitrate adjustment decisions impact the perceived 
video quality and make better choices. Gao et al. 
[12] proposed an user-interest-aware rate adapta-
tion approach by inferring viewer interest based 
on video semantics.

Framework of Deep Neural Network Based 
Wireless Video Streaming

A generic system framework for wireless multi-
media systems, as illustrated in Fig. 1, consists of 
three participatory segments, that is, end-users, 
network environment and media servers. 

End-Users: They use different outlets for video 
consumption. Typical outlets include TV, PC, and 
smart phones.

Network Environment: Refers to various under-
lying networking, such as WiFi, 4G, and device-to-
device. In general, the wireless channel condition 
is changing fast and the available bandwidth for 
video streaming is unstable.

Media Servers: Commonly deployed over the 
cloud infrastructure. In this service model, there is a 
resource pool powered by virtualization technolo-
gy in a set of data centers. Those resources can be 
utilized on demand to provide elastic computation 
and storage capability to the upper layers [13]. This 
framework accepts all possible content sources, 
including live video streaming and video on-de-
mand, and diverse video applications.

According to the characteristics of different 
segments, we can utilize deep learning to mine 
data intelligence and optimize system performance 
from different aspects, as explained below:
•	 For end-users, users may move around and 

access different mobile stations or WiFi for 
video consumption. We can utilize user trajec-
tory information to analyze user behavior. In 
addition, we can utilize users’ interest from the 
historical watching list to infer users’ preference 
and recommend videos accordingly.

•	 For network environments, as the wireless chan-
nel is unstable and shared among multiple 
users, we can utilize historical bandwidth infor-
mation to estimate the available bandwidth for 
each user. Furthermore, the spectrum resource 
is shared among multiple users and its utiliza-
tion is coupled with many factors [14]. We can 
learn the optimal spectrum allocation in an 
online manner.

•	 For media servers, content caching affects the 
delay of each request. We can learn content 
popularity, predict which content will have 
more requests, and prefetch it to reduce delay. 
In addition, we can adjust the bitrate to reduce 
the jitter according to the available bandwidth.

QoE Prediction
In this section, we introduce our DNN based 
architecture for QoS/QoE prediction, and com-
pare its performance with the traditional machine 
learning algorithms.

Problem Statement: QoS/QoE Prediction
Video QoS/QoE metrics, categorized into 
objective measurements and subjective mea-
surements, guide the video compression, stor-
age, transmission, deployment and operation of 
video related services and applications. QoS/
QoE metrics assess the service quality from 
the perspective of end users or video systems. 
Objective measurements identify objective 
parameters that contribute to service quality. 
For instance, rate distortion and structural sim-
ilarity indexes are used for video compression; 
the startup delay time and average bitrate are 
critical for video streaming. Subjective measure-
ments solicit participants, give them a series of 
tested video sequences, and require them to 
provide scores on the video quality under labo-
ratory environment.

Video QoS/QoE prediction, depending on var-
ious inter-related factors, remains to be a challeng-
ing task. In particular, video QoE relies on system 
factors, context factors and human factors. For 
example, system factors include frame rate and 
resolution; context factors include geo-location and 
video semantics; human factors include gender and 
age. Using these factors, traditional machine learn-
ing based methods utilize hand-crafted features 
and data representations for feature extraction, 
and further select an appropriate classification or 
regression model for QoS/QoE prediction. How-
ever, these methods develop separate frameworks 
for feature engineering and model training, result-
ing in inefficiency in the model development and 
training process.

Motivated by the success of deep neural net-
works, we aim to develop a deep learning based 
prediction framework to solve the following chal-
lenges. First, the framework should be in the end-
to-end manner to combine feature extraction and 
representation, and thus eliminate the dataset spe-

FIGURE 1. Integration of deep learning and wireless multimedia system. A wire-
less multimedia system consists of three components, including end-users, 
network environment, and servers. The deep learning technique can be 
incorporated into all the three components, such as behavior analysis for 
end-users, spectrum estimation for network environment, and video cach-
ing for multimedia servers. 
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cific representation and feature engineering. Sec-
ond, the framework should be flexible to handle 
different types of datasets, coming from different 
sources, as well as data heterogeneity. In particular, 
datasets are heterogeneous in data modality and 
type. Some datasets contain numerical values and 
categorical information, while others include text 
descriptions, image information, and sequential 
information (e.g., video sequences). Furthermore, 
datasets are heterogeneous in representation 
approaches. It is straightforward to encode gender 
information with 0 and 1. The categorical informa-
tion can be represented using one-hot vector (vec-
tor of zeros and one). Image information can be 
represented using CNN methods. It is not obvious 
which representation will lead to the best perfor-
mance.

A DNN-Based Unified Framework for  
QoE Prediction

To tackle this problem, we propose a novel 
deep neural network architecture [9] as illus-
trated in Fig. 2. It consists of three phases for 
predicting video QoE: feature preprocessing, 
representation learning, and QoE prediction. 
Different types of raw data are transformed into 
initial feature vectors in the feature preprocess-
ing phase. These initial feature vectors are then 
fused to learn a better representation, which is 
used for classification or regression in the QoE 
prediction phase.

Pre-Processing: The input data can be catego-
rized into five types: text, video, categorial informa-
tion, continuous information, and sequence data 
(e.g., bandwidth information). For each data type, 
we utilize a specific approach to extract features. 
In particular, we use GloVe, C3D, embedding 
layer, and dense layer and LSTM to extract the fea-
tures for text, video, categorical information, con-
tinuous values and sequence data, as shown in Fig. 
2. Let xi denote the i-th input data and vi denote 
the extracted feature vector. Data prepossessing 
can be denoted as vi = fi(xi; d) ∈ RU, where fi is 
the feature extraction method for the i-th data type 
and d is the learned parameters.

Learning Representation: In this phase, we 
combine the feature vectors from the preprocess-
ing phase to generate a single feature vector. In 
particular, the simple concatenation operation is 
employed and has the following form: s = C(g1(v1), 
g2(v2), …, gi(vi)), where vi is the i-th feature vector 
and gi(vi) assigns different “weights” for distinctive 
features, which can be tuned as hyper-parame-
ters in the training process. C is the concatenation 
operation and s represents the fused feature vec-
tor. Other fusion methods, such as 1D CNN, can-
not provide noticeable performance improvement.

The fused feature vector is fed into several fully  
connected layers to generate a high-level repre-
sentation. It should be noted that the number of 
fully connected layers can be adjusted according 
to the size of the dataset. Interested readers are 
referred to the hyper-parameter tuning. The rep-
resentation output of layer j, that is, rj, is given as 
r(j) = f(W(j) s(j–1) + b(j)), where s(j–1) is the input of 
layer j, Wj is the weight matrix between layer j–1 
and layer j, bj is the bias, and f represents the acti-
vation function of layer j. To prevent overfitting, we 
utilize the dropout technique in these hidden layers 
while training.

Predicting Video QoE: In this phase, we use 
a single-layer NN to process the output or the 
learned representation from the learning represen-
tation phase for either classification or regression. 
The learned representation is denoted as s(l), and 
the associated ground truth or label of the training 
sample is denoted as Y. Let Wl+1 denote the weight 
matrix of the single layer NN. For classification, the 
loss function is defined as the cross-entropy func-
tion; for regression, the loss function is defined as 
the mean square error.

Performance Evaluation
To evaluate the performance of our proposed 
method, we utilize a dataset from [15] to drive the 
experiments. The dataset includes about 13,000 
video sessions from four popular video service 
platforms (e.g., Youku and iQiyi), the overall vol-
ume of which is more than 10 TB. 320 students 
are recruited to conduct the standard subjective 
measurement, in which different operations (e.g., 
device ID, watching time, forward and suspend) 
and scores are recorded.

In the feature pre-processing phase, the pre-
trained GloVe model is employed to transform 
video types to 50-dimension vectors, which 
are reduced to 5-dimension. The resolution 
information is mapped to an 8-dimension vec-
tor using an embedding layer. The bitrate and 
age information is normalized to range [0,1] 
and a dense layer is used to get two vectors of 
one dimension. For user gender information, 
an embedding layer is used to get a vector of 
one dimension. The bandwidth information is 
transformed to a 20-dimension vector using the 
pre-trained LSTM model. The video feature is 
extracted using the 3D CNN. All these vectors 
are concatenated into a single vector, which is 
fed to two fully connected layers with dropout 
technique applied to prevent overfitting. The 
output layer uses cross entropy loss function 
and softmax activation function for training and 
prediction, respectively. For baseline algorithms, 
we use SVM, decision tree, random forest Ada-
boost, and Naive Bayes.

FIGURE 2. DNN architecture for mobile access pattern prediction. It consists 
of four layers, including one input layer, two hidden layers and one output 
layer. For the two hidden layer, we first utilize one entity embedding layer 
to transform the spare one-hot encoding into a vector with lower dimen-
sion for each type of input, and a dense layer to fully connected the neu-
rons in the entity embedding layer.
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The performance comparison is shown in Fig. 
3. The accuracy of our algorithm is 88.74 percent, 
which is higher than the results generated by state-
of-the-art machine learning algorithms.

Content Aware Video Streaming
In this section, we incorporate our QoE predic-
tion model into the bitrate adaptation problem 
for video streaming, under the framework of deep 
reinforcement learning.

Problem Statement: Content-Aware Video Streaming
The prevailing bitrate adaptation methods for 
video streaming optimize the objective QoS/QoE 
metrics, such as the average bitrate and rebuffer-
ing time, and ignore viewers’ subjective feelings 
on different video chunks when they watch video 
content. A hidden hypothesis for these methods 
is that different chunks of a video are of the same 
importance to viewers. As a result, these meth-
ods only need to increase the average bitrate of 
video chunks and reduce the initial startup delay 
and rebuffering time. However, the fact is that 
the human visual system is selective for distinctive 
video content and viewers will pay different atten-
tion to different content. For instance, pet lovers 
may be more interested in video clips that contain 
pets. If these video clips are in a higher resolution, 
they will enjoy them more.

This work aims to design a content-aware 
bitrate adaptation policy with the objective to 
prefetch a higher resolution version for video clips 
that is in line with viewers’ interests. To achieve 
this goal, we need to address the following chal-
lenges.

User Interest Analysis: The interest of viewers 
is subjective and subtle, it is difficult to describe 
quantitatively by certain models. In addition, video 
content is quite complex, and it is challenging to 
analyze video content in real time.

Content-Aware Bitrate Control: Tradition-
al methods adjust bitrate from two dimensions, 
including network conditions and subjective QoS/
QoE metrics. By contrast, one extra dimension, that 
is, content intentness, is added to the optimization 
problem.

Deep Reinforcement Learning Based Approach
To tackle the aforementioned challenges, we 
propose a content-aware video streaming archi-
tecture (as shown in Fig. 4) based on deep learn-
ing techniques. It consists of three components, 
including a streaming environment, an agent, and 
the deepQoE. The streaming environment refers 
to the typical video streaming procedure. Given 
a video content, the streaming server divides it 
into a set of video chunks with an equal duration, 
and encodes each of them into different bitrate 
versions (e.g., 240p, 360p). The meta informa-
tion of each video content, including the avail-
able bitrate, video description and video semantic 
information, is included in the Media Presentation 
Description (MPD) manifest file. While starting a 
video playback session, a client or video player 
requests the MPD of a video file and analyzes the 
available bitrates and semantic information of the 
video content. Based on measurement of network 
parameters, the video player can dynamically 
select the appropriate bitrate version of different 
video chunks to guarantee smooth playback.

The deepQoE component is responsible for 
interest analysis and QoS/QoE modeling, which are 
implemented using the DNN architecture as shown 
in Fig. 2. For interest analysis, 3D ConvNets is used 
to learn spatiotemporal features. In particular, we 
extract 16 images for each video chunk and use 
3D ConvNets to generate video features. These 
features are fed into two fully-connected layers with 
the Rectifier activation function. The output layer 
has one node with the Softmax activation function. 
The output value is real-valued, and a larger value 
represents a higher level of video interestingness. 
To enable real-time bitrate control, the interesting-
ness information is analyzed offline and included 
in the MPD file sent to a video player for decision 
making.

The agent interacts with the streaming environ-
ment and serves as the core for bitrate adjustment. 
We formulate the interest-aware bitrate adaptation 
as a reinforcement learning problem and learn the 
optimal policy in an online manner. In particular, 
after downloading the video chunk t – 1, the agent 
observes the system state st, takes an action to select 
the best bitrate version for video chunk t, and gets 
rewards rt after downloading video chunk t. This pro-
cess continues until the end of the session. The phys-
ical meaning of different notations is listed as below:
•	 The state describes the bandwidth of the 

streaming service, the buffer occupancy, and 
the interestingness of the following video 
chunks, and so on.

•	 The control action is to select the appropriate 
bitrate version for the next requested video 
chunk.

•	 We adopt the QoE metrics above for measur-
ing the reward during a time slot.

•	 Our objective is to derive the optimal rate 
adaptation policy for maximizing the overall 
discounted rewards over a video session.
We adopt DQN for learning the rate adaptation 

policy.

Performance Evaluation
We use real-world traces to conduct our experi-
ments. The FCC broadband dataset and the 3G/
HSDPA mobile dataset are used to simulate differ-
ent network conditions. The available bitrate ver-

FIGURE 3. Prediction accuracy comparison of different algorithms. Our pro-
posed method shows the best performance comparing to the other state-
of-the-art machine learning algorithms.
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sions are 350kb/s, 600kb/s, 1000kb/s, 2000kb/s, 
and 3000kb/s. For the DQN agent, we utilize a 
fully-connected neural network with two hidden 
layers. The dimensions of the two hidden layers 
are 256 and 512. The activation function is ReLu, 
and the output layer uses a linear activation func-
tion to generate an approximated Q value for the 
state-action pair.

Our proposed method (called LBC) is com-
pared with three state-of-the-art algorithms:
•Buffer-based control (BBC) chooses the bitrate 

version for the next video chunk according to 
the buffer occupancy.

•	 Rate-based control (RBC) selects the largest 
available bitrate version which is less than the 
estimated bandwidth.

•	 Model prediction control (MPC) uses the MPC 
method to select the bitrate version that maxi-
mizes the overall QoE function. The prediction 
horizon is three time slots.

The performance comparison results are shown 
in Fig. 5. Our proposed method outperforms the 
baseline algorithms in terms of average bitrate, 
rebuffering time, bitrate variation, and weighted 
QoE metric.

Summary and Future Direction
In this work, we discussed how to integrate wire-
less multimedia systems with the fast growing 
deep learning techniques, and presented several 
potential topics for different components in a wire-
less multimedia system. Furthermore, we intro-
duced two cases, including deep learning based 
QoS/QoE prediction and bitrate adjustment. In 
the former case, an end-to-end and unified DNN 
architecture was devised to fuse different types of 
multimedia data and predict the QoS/QoE value. 
In the latter case, a deep reinforcement learning 
based framework was designed for bitrate adjust-
ment according to the viewers’ interestingness.
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