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Abstract

For 3D shape analysis, an effective and efficient feature is the key to popularize its applications in 3D domain where the
major challenge lies in designing an effective high-level feature. The three-dimensional shape contains various useful
information including visual information, geometric relationships, and other type properties. Thus the strategy of
exploring these characteristics is the core of extracting effective 3D shape features. In this paper, we propose a novel
3D feature learning framework which combines different modality data effectively to promote the discriminability
of uni-modal feature by using deep learning. The geometric information and visual information are extracted by
Convolutional Neural Networks (CNNs) and Convolutional Deep Belief Networks (CDBNs), respectively, and then
two independent Deep Belief Networks (DBNs) are employed to learn high-level features from geometric and visual
features. Finally, a Restricted Boltzmann Machine (RBM) is trained for mining the deep correlations between different
modalities. Extensive experiments demonstrate that the proposed framework achieves better performance.
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1. Introduction

With the advent of information epoch, 3D shapes as
one type of multimedia data, have been extensively used
in the fields of both computer graphics and computer
vision applications such as multimedia games, medical
diagnosis, industry design, information retrieval, and so
forth. All these applications require effective and auto-
matic storage, recognition, and retrieval for 3D models.
Thus, it is critical to establish an efficient shape search
engine, by which users can obtain 3D models in a con-
venient way and further explore them. And the core
of search engine needs effective retrieval and classifica-
tion techniques for the management and reusing of 3D
shapes. In the last decades, a lot of efforts have been
conducted on the analysis and retrieval of texts and im-
ages, and consequently great performances have been
achieved. However, as the characteristics of 3D shapes
are much different with texts and images, these success-
ful recognition and retrieval methods can not be applied
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to 3D models directly, hence the analysis and under-
standing of 3D shapes is still a long-standing research
topic.

There have been many solutions to 3D shape recog-
nition, matching, and retrieval problems in recent years.
Reviewing the implementations of these solutions, we
find they are directly related with shape descriptor,
which is used to characterize important characteristics
to discriminate with other shapes or local regions. The
comprehensive reviews can be found in an early work
[1] and the latest works [2, 3, 4, 5, 6, 7]. Many early pre-
dominant shape features dependent on human designed
or hand-crafted, capture some specific information like
geometry, topology, and part-level structure from 3D
models.

3D shape is composed of complex topological struc-
ture and visibly variational geometry; consequently,
only limited information can be extracted with hand-
crafted feature methods. To further improve the perfor-
mance of 3D shape descriptor, an alternative approach is
to learn hidden states from complex 3D data. The recent
great success of automatic feature learning methods has
aroused intensive interests in computer vision and ma-
chine learning fields. These approaches can learn fea-
tures automatically from training data, which not only
reduces workload but also extracts more efficient de-
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scriptors compared with the way of designing features
according to human prior knowledge. Especially, the
fast development of deep learning techniques [8, 9, 10]
improves the ability of feature representation, which has
boosted performances in recognition tasks.

It seems difficult to directly adopt deep learning tech-
niques for 3D shape descriptors extraction, since 3D
models are usually represented as 2D manifolds that are
different from the representation of 2D images. And
there is no a standard procedure for encoding 3D ge-
ometry models. To address the issue, the most com-
mon idea is converting 3D shapes into image represen-
tations and then using deep learning techniques to deal
with these images, which can be found in recent works.
For instance, Xie et al. [11] adopt the multi-view depth
image representation and propose multi-view deep ex-
treme learning machine (MVD-ELM) to achieve fast
and quality projective feature learning for 3D shapes.
Zhu et al. [12] also project 3D shapes into 2D space
and use autoencoder for feature learning on 2D images.
High accuracy 3D shape recognition performance is ob-
tained by both these methods.

However, only analyzing 3D data from view-based
aspect is still not enough for 3D shape understanding,
since when converting 3D shapes into 2D images, the
3D spatial geometry information is inevitably lost. In
the real world, humans comprehend objects through all
kinds of information which is various but impossibly
independent from each other. For instance, videos of-
ten include visual and audio signals, images related to
the title and labels. So for 3D shape, it includes multi-
view images captured from various angles and shape in-
trinsic properties. Due to these characteristics describ-
ing the same object, they have some highly non-linear
relationships. However, these characteristics from dif-
ferent modalities have varied kinds of representations
and structures. The features of 3D objects often in-
clude the information of geometric structure and topo-
logical relationship. Because of this, it is a challenge to
mine the hidden non-linear relationships between differ-
ent modalities features.

In this paper, we provide a solution having compre-
hensive consideration about both extrinsic properties
and intrinsic features of 3D shapes. We propose a novel
scheme to fuse different modality data of 3D shapes into
a deep learning framework. The core idea is operat-
ing deep learning techniques to combine advantages of
geometry-based algorithm making use of the complex
topological relationships and geometric properties of
3D model itself, and that of visual-based feature method
extracting visual characteristics of 3D model from dif-
ferent viewing images. In brief, Convolutional Deep

Belief Networks (CDBNs) and Convolutional Neural
Networks (CNNs) are adopted to learn 3D shapes from
geometry-based modality and view-based modality, re-
spectively. Next these two modalities are fused with a
Restricted Boltzmann Machine (RBM) to obtain more
discriminative features. The scheme consists of follow-
ing three major parts:

1. View-based feature learning: First, each 3D
shape is represented by a set of 2D images from
different views. Next, since CNNs have outstand-
ing ability to extract visual-features in computer
vision community, all these projections are used to
train the CNNs for acquiring the visual representa-
tions of 3D shapes.

2. Geometry-based feature learning: Because the
convolution operation has advantages of invariant
to rotation and translation, in addition, integrat-
ing it into neural networks achieves weight shar-
ing which boosts the training due to the reduction
of the parameter number, CDBNs are adopted to
learn the geometric features. 3D shapes are first
transformed to volumetric representation which is
easily input into CDBN model, and then with it to
learn the geometric representations of 3D shapes.

3. Modality feature fusion: Above mentioned two
types of features represent different aspect infor-
mation from 3D shapes. We use DBNs to fur-
ther explore their high-level representations, which
are called high-level visual descriptor (HVD) and
high-level geometric descriptor (HGD). Then a
RBM is employed to associate the two modality
high-level features, which mines their non-linear
information and generates stronger representative
feature which called as 3D multi-modality feature
(3D MMF).

This framework has three advantages as mentioned
below. First of all, different modalities are fused to
comprehensively understand 3D shape. Moreover, us-
ing different deep learning techniques in different fea-
ture extraction procedures makes full advantages of var-
ious deep learning methods extracting distinct proper-
ties from 3D models. Thirdly, unlike other machine
learning methods which need to tune parameter man-
ually for obtaining the best performance, there are no
parameters to be tuned in the whole learning procedure.
The proposed scheme is learning itself automatically.

Several experiments are conducted in 3D shape
recognition and retrieval tasks. Results and compar-
isons with related descriptors indicate that the proposed
framework reaches promising performance.
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2. Related Work

View-based descriptors. These type features rely
on a collection of 2D projections from different views
to describe the shape of 3D objects, and they are effi-
ciently robust against 3D shape representation artifacts
like holes and noise.

An early work researched by Murase et al. [13] rec-
ognizes 3D objects with compact representations ob-
tained by automatically varying pose and illumination.
Another particular work is light field descriptor (LFD)
[14], which extracts a set of geometric and Fourier de-
scriptors from object silhouettes rendered from several
different viewpoints. Experiments indicate that LFD
is invariant to translation, scale, and rotation, in ad-
dition it is robust against noise or degeneracy. Gao
et al. [15] propose a 3D object retrieval method with
Hausdorff distance learning. In their method, relevance
feedback information is employed to select positive and
negative view pairs with a probabilistic strategy. Laga
[16] proposes a framework to automatically select the
best views of 3D models by learning sets of 2D views
that not only maximize the similarity between shapes
of the same class, but also make the views discriminate
shapes in different classes. Chen et al. [14] utilize a vi-
sual similarity-based 3D model retrieval system with the
faith that if two 3D models are similar, they also look
similar from all viewing angles to complete retrieval
task. Bonaventura et al. [17] present an information-
theoretic framework to compute the shape similarity be-
tween 3D polygonal models. To deal with the problem
of low compactness and discrimination power of view-
based descriptors, Tabia et al. [18] adopt vectors of
locally aggregated tensors to generate descriptors, and
then use principal component analysis to reduce the di-
mension of the descriptors. An important problem ex-
istent in view based 3D model retrieval is how to effec-
tively organize and build the relationship of many views
of 3D objects, for example, constructing hypergraph of
views [19]. In order to avoid the inefficiency from a
large number of view comparisons, Gao et al. [20] adopt
only a small set of query views to obtain less computa-
tional cost during the comparison with target shapes.

We can find that view-based descriptors not only ben-
efit from existing image processing technologies that
have achieved great performances, but also require no
explicit virtual model information, which contributes
to the convenience of extraction and robustness of fea-
tures.

Geometry-based descriptors. These type of fea-
tures directly work on the native 3D representations,
such as complex polygon meshes, voxel-based dis-

cretizations, point clouds, or implicit surfaces.
An earlier and representative work is spin images

[21]. Darom et al. [22] extend the spin images to pos-
sess the capability of scale-invariant and interest point
detection. Sipiran et al. [23] adopt 3D Harris detec-
tor to locate interesting points for 3D shape retrieval,
which can be seen as an extension from 2D Harris de-
tector measuring the variation in the gradient of a given
function (e.g., the intensity function of a image). 3D
SURF and SIFT descriptors extracted from 3D voxel
grids [24, 25] are proposed for classifying and retriev-
ing similar shapes. Laplace Beltrami operator, which
is a generalization of the Laplacian from flat space to
manifold, is appealing for 3D shape retrieval because of
sparse, symmetric, and intrinsic properties of its robust-
ness to rigid transformation and deformation. Retrieval
methods [26, 27, 28, 29] extract main eigenvalues and
eigenvectors of Laplace matrix generated on local re-
gions to match different regions of 3D shapes. Laplace-
Beltrami operator also provides an efficient way of com-
puting a conformal map from a manifold mesh to a
homeomorphous surface with constant Gaussian curva-
ture. The histogram of conformal factors [30] serves as
a robust pose-invariant signature of 3D shape, which is
regarded as an attribute of a graph node to identify seg-
mented parts in bipartite graph matching for 3D shape
retrieval [31]. In a recent work [32], 3D shape is also
partitioned into several connected iso-surfaces (annu-
luses) of conformal factors, and expressed with a graph
where node substitutes each annulus.

Heat kernel signature [33], a local descriptor de-
signed on polygon meshes, provides rich local geomet-
ric information which makes the signature invariant to
isometric deformation and has multi-scale characteris-
tics, thereby achieving better performance in 3D shape
retrieval and matching [34, 35, 36, 37]. In order to over-
come the influence of diffusion time change under dif-
ferent shape scales [34], Fourier transform is imposed
on heat kernel signature at each given vertex to obtain
scale invariant. Another work uses intrinsic shape con-
text (ISC) [38] to characterize the local shape property.
In the method, the shape context is processed in an in-
trinsic local polar coordinate system, therefore it is in-
trinsic and invariant to isometric deformation. Further-
more, Fourier transform is applied to the original shape
content data to deal with orientation ambiguity.

Deep Learning descriptors. Above mentioned de-
scriptors are largely “hand-designed” according to the
prior knowledge about the geometric property of the
shape surfaces or volumes, and some do not general-
ize well across various domains. Therefore, to achieve
adaptive 3D feature generation feature learning based

3
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Figure 1: The flowchart of the proposed method. (Only off-line training process is illustrated.)

methods attract attention of many researchers in recent
years. Deep learning techniques as powerful feature ex-
traction tools even more become hot spots.

Wu et al. [39] propose the expectation work that
learns 3D model descriptors from the voxel-based for-
mation of an object using 3D CDBNs, which obtain
good results of shape classification on Princeton Mod-
elNet. Bu et al. [40] propose shift-invariant ring feature
(SI-RF) based on iso-geodesic rings and shift-invariant
sparse coding for 3D shape analysis. It represents the
local region of a feature point efficiently and has great
performance on correspondence and retrieval tasks. Xie
et al. [11] adopt the multi-view depth image repre-
sentation and propose multi-view deep extreme learn-
ing machine (MVD-ELM) to achieve fast and quality
projective feature learning for 3D shapes. Su et al.
[41] propose multi-view CNN for 3D shape recognition
where the multi-view features are integrated with an ex-
tra CNN. Zhu et al. [12] project 3D shapes into 2D
space and use autoencoder for feature learning on 2D
images. High accuracy 3D shape retrieval performance
is obtained by aggregating the features learned on 2D
images. Zhao et al. [42] propose Retinex-based Im-
portance Feature (RIF) and Relative Normal Distance
(RND) for 3D free form shapes based on the human
visual perception characteristics and surface geometry
respectively. Chen et al. [43] propose the multi-modal
support vector machine to combine three modalities of
image feature,i.e., Sift descriptor, Outline Fourier trans-
form descriptor, and Zernike Moments descriptor to dis-
criminate the multiple classes of object. Leng et al. [44]

propose a 3D model based on Deep Boltzman Machines
(DBM) and semi-supervised learning method to recog-
nize 3D shape.

Though the above mentioned methods have achieved
tremendous advancements on classification, matching,
and retrieval, it is still far from satisfactory in order
to apply 3D objects in more realms. The main issue
lies in the fact that geometry-based methods and view-
based methods only use partial information of 3D ob-
ject. In detail, geometry-based methods utilize the com-
plex topological structure and geometric properties of
3D model itself but ignore the visual similarities be-
tween 3D objects. Conversely, view-based methods
only consider the visual characteristics of model from
different viewing images. In order to overcome the
shortages, we try to use deep learning techniques to
learn and fuse distinct modalities from geometry and
view based aspects. The main contributions of this work
can be concluded as two aspects:

• Multi-modal Fusion: To further improve the
performance, multi-modal fusion is adopted to
learn 3D shape intrinsic non-linear relationships.
Through fusing multi-modal descriptors, comple-
mentary visual and geometric information can be
encapsulated to increase the accuracies of classifi-
cation and retrieval.

• Deep Features: CNN and CDBN are used to ex-
tract visual and geometric feature of 3D shape.
CNN has a strong capability to extract the vi-
sual feature, while CDBN has the ability to gen-
erate high representative feature from 3D object.

4
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Our framework takes full advantage of CNN and
CDBN, therefore, more comprehensive descrip-
tions can be extracted.

3. 3D Multimodality Feature

Geometric and visual information are two significant
aspects of 3D shape researches. In our framework, we
extract these two type descriptors separately, and then
fuse them to generate the 3D MMF, which is high dis-
criminative and effective. The flowchart of the proposed
method is depicted in Fig. 1 which indicates that the ar-
chitecture of suggested multi-modal feature fusion con-
tains two modality inputs: geometric descriptors and vi-
sual descriptors. Traditional geometric feature are de-
signed using complex 3D shape structure coping with
great abundance points. Taking down sampling in pre-
process is an effective way to decrease the computa-
tional time of generating various features. In our frame-
work, the pretreatments of CNN and CDBN model are
voxelization and depth images generating without down
sampling method. In the geometric feature extraction,
3D shapes are converted from mesh form into the voxel
representation which is close to the original 3D object,
therefore we do not need down sampling. In the visual
feature extraction, we take the depth image as the input
which also does not require down sampling due to the
conversion of 3D shape to multiple images. The details
of every extracted step are found as follows.

3.1. Geometric descriptors Extraction by CDBN
Traditional geometric descriptors are designed using

complex 3D shape structure with human prior knowl-
edge, which increases the workload and decreases the
efficiency for designers coping with large amounts of
3D shapes used in various applications. CDBN is a
powerful tool to automatically learn highly discrimi-
native features because of its unsupervised and deep
learning networks. 3D shape is composed of complex
topological structure and variational geometry, CDBN
seems difficult to be used in 3D shape analysis directly.
Therefore, we first discretize the 3D shape into regu-
larized grid and regard the voxelization as input of 3D
CDBN to extract the geometric descriptor.

Voxelization. Voxelization is that we transform the
3D shape mesh form into the voxel representation which
is close to the original 3D object. It not only contains
information about the surface of the model, but also de-
scribes the internal properties of the model. This kind
of representation is one type spatial relation reserving
certain significant geometrical information, which dis-
cretizes the 3D model and reduces the original complex

3D structure for easily applying 3D CDBN to extract in-
trinsic 3D geometric features. We use 3D matrix to rep-
resent the geometric aspect of 3D shape with probability
distribution of binary variables. In the 3D matrix, if one
voxel is inside the 3D mesh, the corresponding matrix
item, which represent the probability of shape distribu-
tion, is set to 1; otherwise the probability value is set to
0. Then we take the 3D matrix as the input of CDBN to
extract geometric descriptors. In this work, we extend
the CDBN implementation to support 3D data.

Geometric descriptors. For 2D images, DBN [9] is
a powerful probabilistic models used to model the joint
probabilistic distribution over pixels and labels. How-
ever it is a challenge to adapt the model from 2D pixel
data to 3D voxel data. A 3D voxel volume with rea-
sonable resolution would have the bigger data than an
image with ordinary size and there are a huge number
of parameters in a fully connected DBN, which make
the model hard to be trained effectively. So we use con-
volution to reduce model parameters by weight sharing.
Compared to the traditional convolutional deep learn-
ing, we ignore the pooling layers which may bring about
greater uncertainty for feature generation.

The energy of a convolutional layer in our model is
defined as

E(v,h) = −
∑

f

∑

j

(
h f

j

(
W f ∗ v

)
j
+ c f h f

j

)
−

∑

l

blvl,

(1)
where f denotes feature channel, j denotes the index of
hidden units, and l indicates the index of visible units.
The sign “*” represents the convolution operation. In
the function, h f

j denotes each hidden unit in feature
channel f , vl represents the visible unit which is the 3D
voxel input, and W f is the convolution filter. c f and
bl are bias terms of hidden unit h f

j and visible unit vl,
respectively. Similar to [45], we also allow for a convo-
lution stride.

We set a 3D shape as a 30×30×30 voxel grid with 3
extra cells of padding in both directions to reduce the
convolution border artifacts. We put forward to see the
labels as standard one of K softmax variables. The final
architecture of our model is illustrated in Fig. 2. The
first layer has 32 filters of size 8 and stride 2; the second
layer has 160 filters of size 5 and stride 2; the third layer
has 512 filters of size 4; each convolution filter is con-
nected to all the feature channels in the previous layer;
the fourth layer is a standard fully connected RBM with
2000 hidden units; and the fifth and final layer with 1000
hidden units takes as input a combination of multino-
mial label variables and Bernoulli feature variables.

The 3D CDBN model is trained in two steps includ-
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ing layer-wise pre-training and generative fine-tuning
procedures. During pre-training, the first four layers are
trained separately with standard Contrastive Divergence
[46] algorithm, and the top layer is trained using Fast
Persistent Contrastive Divergence (FPCD) [47]. Once
the lower layer is learned, the weights are fixed and the
hidden activations are fed into the next layer as input.
In our fine-tuning procedure, we adopt a method simi-
lar to wake sleep algorithm [9]. In the wake phase, we
propagate the data bottom-up and use the activations to
collect the positive learning signal. In the sleep phase,
we maintain a persistent chain on the topmost layer
and propagate the data top-down to collect the negative
learning signal. This fine-tuning procedure mimics the
recognition and generation behavior of the model and
works well in practice. Once the weights of whole net-
works have been learned, we use forward computation
to generate the geometric descriptor o(Xshape) using in-
put data of voxelization.

3.2. Visual descriptor Extraction by CNN

The popular way of analyzing 3D shapes from view
perspective is to convert the 3D model into 2D images
from various angles. In theory, these 2D images should

contain information from 3D model as much as possi-
ble. In our visual descriptor generation procedure, we
first project 3D shape into 2D images from 20 direc-
tions and adopt CNN to further extract visual features.
The details of our algorithm are summarized as follows.

3D Model Pretreatment. In this part, we set the ori-
gin point on the center of 3D model mass and then mea-
sure the maximum polar distance of the points to one on
its surface. Rotation normalization is not performed, but
this will be compensated to some extent as described in
the following.

Depth Images Collection. Depth images, one type
of 2D images, are rendered from 20 vertices of a regu-
lar dodecahedron whose mass center is also located in
the origin. In the proposed method, we rotate the reg-
ular dodecahedron 10 times to make the feature robust
against rotation. The rotation angle should be set care-
fully to ensure that all the cameras are distributed uni-
formly and able to cover different viewing angles for a
3D model. We consider that dodecahedron has 20 ver-
tices which can generate a moderate data size leading
to high computational performance and significant in-
formation. The strategy is similar with LFD in view
extraction but slightly different with it, we discard the
binary images and only use the 2D depth images. Fi-
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nally a 3D object is represented by 200 images, each of
which has the size of 256×256.

In the depth image rendering, effective information
concentrates on the center of the image. Therefore, we
remove the borders of depth images and crop the images
to the sizes of 124×124 from 256×256 intending to filter
out interfering and redundant information, which makes
the data compact. In addition, this processing can boost
the following CNN feature learning due to the image
size is smaller than the original depth images. Because
the effective input range of CNN model is from 0 to 1,
depth map is not suitable as the input for CNN model.
Therefore we normalize the range of each dimension to
[0, 1].

Visual descriptors. CNN, a powerful deep learning
technique, has achieved great performance of extracting
image features in computer vision community. From
above procedure, we obtain 2D images containing rich
visual information about 3D model. Therefore, CNN
is used to extract visual features for each image of 3D
shape. As shown in the Fig. 3, the CNN consisting of
4 convolutional layers followed by one fully connected
layer and a softmax classification layer, is used to ex-
tract features of 2D images. For each layer l, we have:

Fl = pool(sigmoid(Wl ∗ Fl−1 + bl)), (2)

where l ∈ {1, .., 4}, bl is the bias parameter of the l-th
layer, Wl is the convolutional kernel. The initial fea-
ture map is the 2D images F0. The sigmoid function
is threshold function which is the non-linear symmet-
ric squashing units. The pool operation is a function
considering a neighborhood of activations and generat-
ing one activation in every neighborhood. Max-pooling
operator is regarded as the pool function, which gets the
maximum activation in the neighborhood and brings the
built-in invariance to translations. The network consists
of four convolutional layers. The numbers of filter are
set to 6, 12, 18, 24 from the 1st to the last convolutional
layer, and filter size and pooling size of all layers are set
to the same values 5 and 2, respectively. In this frame-
work, we use back-propagation method [48] to learn the
weights of whole network with input depth images from
3D shape and corresponding label. After CNN model
trained completely, for each input depth image, we gen-
erate corresponding CNN feature o(X2D) using forward
formula of CNN.

Due to a 3D shape surrounded by a dodecahedron
which is rotated ten times, 200 depth images are gen-
erated to represent individual 3D shape. In other words,
visual descriptors o(Xview) which are seen as view-
based features consist of 200 CNN features o(X2D). If

there are K categories in the database, the CNN feature
o(X2D) is 1 × K array. So we concatenate 200 o(X2D)
into one vector called as visual descriptors o(Xview). The
visual descriptors can be described as

o(Xview) = [o(X1
2D), o(X2

2D), ..., o(X j
2D), ..., o(X200

2D )],
(3)

where o(Xview) represents each 3D shape visual descrip-
tor, o(X j

2D) denotes each CNN feature in the shapes, and
j ∈ [1, 200]. The visual descriptor for one 3D model is
a vector with the size of 200 × K. Because visual de-
scriptors contain visual information of 3D shape from
all necessary angles, they are better than o(X2D) to rep-
resent 3D shape.

3.3. Multi-modal Feature Fusion

Geometric descriptors and visual descriptors stand
for spatial characteristics and visual properties of 3D
shape, respectively. Therefore, the 3D shape informa-
tion of two descriptors are complementary. The direct
way is to build a RBM over the concatenated geometry-
based and view-based feature. While the joint model
trained in this way is limited as a shallow model, as
a consequence, it is too hard to represent the highly
non-linear correlations and extremely different statisti-
cal properties between both modalities. In our work, to
associate geometry-based and view-based data compre-
hensively, we first extract high-level descriptors from
both geometric descriptors and visual descriptors. By
this means, information from specific modality is weak-
ened and more information in high-level features re-
flects the attributes of 3D models. In another word,
high-level features remove the modality-specific infor-
mation and only reserve the attributes of 3D models.

High-level Descriptors. It is well known that DBNs
can extract the deep structural information from features
or raw data, which boosts the discrimination ability of
generated high-level features. We use DBNs to further
explore the intrinsic visual feature distribution of view
images for view-based modality features and geometric
non-linear relations between voxels for geometry-based
modality features, respectively. In another word, High-
level Geometric Descriptors (HGD) extracted by DBNs
from geometric descriptors and High-level Visual De-
scriptors (DVD) extracted by DBNs from visual de-
scriptors remove the modality-specific information and
only reserve the attributes of 3D models.

The architecture of using DBNs is illustrated in the
right part of Fig. 1. Stacking a number of the RBMs
and learning layer by layer from bottom to top gives
rise to a single DBN. It has been shown that the layer-
by-layer greedy learning strategy [9] is effective, and the
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greedy procedure achieves approximate maximum like-
lihood learning. In our work, for each DBNs the bot-
tom layer RBM is trained with the input data o(Xshape)
or o(Xview), and the activation probabilities of hidden
units are treated as the input data for training the upper-
layer RBM. The activation probabilities of the second-
layer RBM are then used as the visible data input for
the third-layer RBM, and so on. The newly inputted ge-
ometric descriptors or visual descriptors are processed
layer by layer till the final layer after obtaining the opti-
mal parameters for each DBN. And the last layers out-
put h(Xshape) and h(Xview) are seen as the high-level ge-
ometric descriptors and high-level visual descriptors. In
order to make the paper more self-contained, we suc-
cinctly discuss the concept of restricted Boltzmann ma-
chines. The RBM is a two layer, bipartite, undirected
graphical model with a set of binary hidden unit h, a set
of (binary or real-valued) visible units v, and symmet-
ric connections between these two layers represented by
a weighted matrix W. The joint distribution p(v,h; θ)
over the visible units v and hidden units h, given the
model parameters θ = {w, a,b}, is defined in terms of
an energy function E(v,h; θ) of

p(v,h; θ) =
exp(−E(v,h; θ))

Z
, (4)

where Z =
∑

v
∑

h exp(−E(v,h; θ)) is a normalization
factor or partition function and the marginal probability
that the model assigns to a visible vector v is

p(v; θ) =

∑
h exp(−E(v,h; θ))

Z
. (5)

For a Bernoulli (visible)-Bernoulli (hidden) RBM, the
energy is

E(v,h; θ) = −
V∑

i=1

H∑

j=1

wi jvih j −
V∑

i=1

bivi −
H∑

j=1

a jh j, (6)

where wi j represents the symmetric interaction between
visible unit vi and hidden unit h j, bi and a j the biases,
and V and H are the numbers of visible and hidden
units. The conditional probabilities can be efficiently
calculated as

p(h j = 1|v; θ) = σ


V∑

i=1

wi jvi + a j

 , (7)

p(vi = 1|h; θ) = σ


H∑

j=1

wi jh j + bi

 , (8)

where σ(x) = 1/(1 + exp(−x)) is a sigmoid activation
function.

Table 1: Time usage statistics of our framework. The dataset is
SHREC 2007, and the time unit is minute.

Different modality Procedures Time (minute)

Visual
Depth images ∼ 3.2
CNN ∼ 61.3

Geometry
Voxelization ∼ 2.6
CDBN ∼ 140.5

Multi-modality
HVD ∼ 13.4
HGD ∼ 15.4
3D MMF ∼ 3.1

In principle, the RBM parameters can be optimized
by performing stochastic gradient ascent on the log-
likelihood of training data. Unfortunately, computing
the extract gradient of the log-likelihood is intractable.
Instead, the CD approximation [46] is typically used,
which has been shown to work well in practice.

3D Multi-modality Feature. A RBM after the
DBNs, is employed to associate both modalities to learn
the 3D MMF h(X joint) for 3D model. As the Fig. 1
described, the 3D MMF combine high-level geometric
descriptors and high-level visual descriptors. Because
the 3D MMF h(X joint) come from both h(Xshape) and
h(Xview) by using RBM, they contain spatial properties
of 3D model itself and visual similarities of 3D shape.
So h(X joint) are more discriminative and robust.

For the recognition tasks, softmax regression is used
on the learned 3D MMFs to perform one-vs-all classi-
fication. For the retrieval tasks, L2 distance of the 3D
MMF is utilized to measure the similarity of two shapes
X and Y as

ds(X,Y) = ||h(X joint) − h(Y joint)||2. (9)

4. Experiments

We use three standard 3D shape benchmarks in-
cluding SHREC 2007 watertight models [49], SHREC
2011 non-rigid 3D watertight dataset [50], McGill shape
benchmark [51] to assess the proposed methods perfor-
mances on classification and retrieval tasks.

The SHREC 2007 watertight dataset is made up of
400 watertight mesh models, divided into 20 classes,
each of which contains 20 objects with different ge-
ometrical variations and also articulated deformations.
The dataset contains not only natural objects but also
man-made objects. SHREC 2011 non-rigid dataset con-
sists of 600 watertight triangle meshes that are trans-
formed from 30 original models. McGill shape bench-
mark contains 457 models including shapes with artic-
ulating parts and without articulation. The set of artic-
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Figure 4: Confusion matrices calculated by using the proposed method on SHREC 2007 (left) and McGill (right).

ulated shapes consists of 255 models in 10 categories,
and there are 20∼30 models per category.

The major part of the code is written in MATLAB,
and some parts of the codes are written in C++. The
experiments are run on a computer with a 3.2 GHz Intel
Xeon CPU and 8 GB of RAM. At the same time, we
use GPU to speed up the part deep model training in the
whole framework. To speed up the multi-modal fusion,
we implemented a deep learning toolbox 1, in which all
matrix operations were carried out on the GPU using the
Cudamat library.

In the proposed method, various deep learning meth-
ods are adopted to learn high-level features. For the
CNN, each layer has different kernel and stride sizes,
hence the analytical complexity is difficult to be sum-
marized. In addition, the CNN is trained with stochastic
gradient descent method, therefore, the required time is
related to the epoch number. The complexity analyses
of CDBN and DBN have the same problems. In order
to show the computational effectiveness, Table 1 lists
required computation time for each step. Generally, the
off-line training requires hours to train the deep model.
When classifying a given 3D model, the required com-
putation time is less than 0.5 second.

4.1. Network Designing

Review the whole framework, the network architec-
ture is significant to achieve good performance.

1The source code of our deep learning toolbox is available at
https://github.com/shaoguangcheng/DeepNet

Table 2: The average classification results of proposed method. The
unit in this table is percentage.

Feature SHREC 2007 SHREC 2011 McGill
Geometric descriptors 82.00 70.00 81.69
Visual descriptors 89.22 73.75 85.22
3D MMF 99.50 95.40 97.47

First, in the step of learning visual descriptors, con-
volutional layer number in CNNs affects the recognition
accuracy and computation speed. Higher classification
accuracy can be obtained with more number of layers,
but fast speed with less ones. In our work, with num-
ber of layers increasing the computing speed will sig-
nificantly decline causing low computation performance
and the accuracy of the classification is no longer obvi-
ously increasing. In order to achieve good performance
on both the computing speed and the classification pre-
cision, we choose 4 layers as an appropriate layer num-
ber for CNNs.

Second, during geometric descriptors learning, the
grid size is also critical to performance. Generally, if the
grid size is larger, the classification accuracy is higher,
nevertheless the computing speed is lower. For achiev-
ing balanced performance, we choose 36×36×36 as a
moderate grid size.

Third, in the step of learning the 3D MMF, we con-
struct four layers for each DBNs including input and
output layers. Since geometric descriptors and visual
descriptors are two modal features, different network
configurations are set for each DBNs. For high-level
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Figure 5: Confusion matrix calculated by using the proposed method on SHREC 2011.

visual descriptors, the number of nodes in each hidden
layer is set to 3000 and 1000, the node number of output
layer is set to 500. For high-level geometric descrip-
tors, the corresponding node numbers are set to 5000,
2000, 500, respectively. To extract 3D MMF with the
last RBM model after two modal DBNs, the number of
hidden notes is set as 4800.

4.2. Experiments on Classification
Shape classification experiment is tested for evaluat-

ing whether the feature is qualified to correctly classify
set of shapes. The average classification accuracy is
taken as the evaluation metric for the following experi-
ments. For each dataset of the three shape benchmarks,
we randomly select 50% models in each category as
training samples, and rest models as test data.

We conduct classification experiments on SHREC
2007, SHREC 2011, and McGill datasets with three
type features including visual descriptors, geometric de-
scriptors, and the 3D MMF, respectively. The average
classification accuracies of each type feature are ob-
served in the Table 2. From the Table 2, we can clearly
conclude that the 3D MMF achieves much better classi-
fication performance in comparison with the results ob-
tained from only using single modality feature. This can
be explained by the fact that the geometry and view-
based modalities only reflect partial properties of 3D

SHREC2007 SHREC2011 McGill
60

65

70

75

80

85

90

95

100

Dataset

A
cc

ur
ac
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)

 

 

Geometric descriptors
Visual descriptors
3D MMF

Figure 6: The average accuracies on different dataset. The upper and
lower bounds are drawn with black line on the 3D MMF bar.

model, hence, we can obtain more discriminative power
when both different modalities are considered. Among
three datasets, the results on SHREC 2011 have the low-
est accuracy because of the small shape variance leading
to insensitive description. From the table, we notice that
the classification performance of the geometric descrip-
tors is worse compared with visual descriptor. The main
reason is that operation of voxelization loses certain in-
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formation like topological relationships, which leads to
inadequate performance, though voxelization is easily
used for 3D shape analysis with CDBN model. Actu-
ally, the RBM is a probabilistic and unsupervised model
leading to slightly different result in each experiment.
Generally, we take the average accuracy as the result of
each dataset. From the Fig. 6, we can clearly see that the
accuracy of 3D MMF is slightly fluctuant with repeated
experiment. In the figure, the upper and lower bounds
are drawn with black line on the 3D MMF bar. In or-
der to prove the importance of fusing feature procedure,
we concatenate the geometry-based and view-based fea-
ture to a vector directly and get a new feature. With the
94.5% accuracy on dataset SHREC 2007, we know that
the direct way is not better than 3D MMF which can
reach 99.5%.

In the field of machine learning, confusion matrix
[52] is a specific table layout that allows visualization
of the performance of an algorithm. A confusion matrix
contains information about actual and predicted clas-
sifications done by a classification system. To further
analyze the recognition results in detail, the confusion
matrices of classifications on three datasets with the 3D
MMF are visualized in the Figs. 4 and 5. From the
results, we can draw the conclusion that the proposed
method has a promising prospect for recognition. The
abscissa denotes the actual classification and the ordi-
nate indicates the predicted classification. As we can
see left in Fig. 4, it is SHREC 2007 confusion ma-
trix. Obviously, there is only an error classification that
10% of ‘bearings’ are classified as ‘human’ falsely as
‘breaing’ is similar to ‘human’. Different colors donate
distinct probabilities. In this confusion matrix, the con-
trasting light and dark panes represent various proba-
bilities. The light pane means the low probability indi-
cating that the abscissa class does not likely appear on
the ordinate class. On the contrast, the dark pane shows
that probability of the abscissa class appearing on the
ordinate class is much greater.

4.3. Experiments on Retrieval

For the retrieval tasks, there are 6 standard evaluation
metrics used to assess the performance of the recom-
mended method. They are precision-recall curve, near-
est neighbor (NN), first tier (FT), second tier (ST), E-
measure (E), and discounted cumulative gain (DCG),
where the detailed definitions can be found in [53]. We
use the models trained in the classification experiments
to calculate the 3D MMF for every 3D shape. The Eq.
(9) is utilized to describe the similarity between two
models.

Table 3: The precision values of 20, 40, 60, and 80 return items on
SHREC 2007. The unit in this table is percentage.

Methods 20 40 60 80
DLE [49] 54.6 32.9 24.1 19.0
MDD [49] 62.6 36.6 26.2 20.5
STT [49] 56.4 34.6 25.2 19.9

SI-MSC [49] 60.4 36.6 26.2 20.5
aMRG [49] 71.4 41.4 29.0 22.5
ERG [54] 62.4 41.5 30.5 24.4
3D MMF 97.2 49.4 33.0 24.8

Table 4: The recall values of 20, 40, 60, and 80 return items on
SHREC 2007. The unit in this table is percentage.

Methods 20 40 60 80
DLE [49] 54.6 65.8 72.4 76.3
MDD [49] 62.6 73.2 78.6 82.1
STT [49] 56.4 69.2 75.6 79.8

SI-MSC [49] 60.4 73.2 78.8 82.2
aMRG [49] 71.4 82.8 87.2 90.2
ERG [54] 62.4 82.9 91.6 97.5
3D MMF 97.2 98.8 99.1 99.3

Retrieval Experiments on SHREC 2007. We
take retrieval experiments on SHREC 2007 dataset
to evaluate the retrieval performance. The recall-
precision curves of our method and some state-of-the-
art approaches are plotted in Fig. 7, which includes
depth line encoding (DLE) [49], multivariate density-
based descriptor (MDD) [49], spherical trace transform
(STT) [49] and augmented multi-resolution Reeb graph
(aMRG) [49]. Numberical values for the averaged pre-
cision and recall on all the models in the dataset are
listed in Tables 3 and 4, respectively. We list these val-
ues of returned 20, 40, 60, and 80 items, which are 1,
2, 3, and 4 times the size of each class. From the fig-
ure and tables, the fact is clear that the recommended
approach achieves the best retrieval result overall. Ge-
ometric descriptors from voxels and visual descriptors
from views are employed for the retrieval experiments.
Although the performance of only visual feature is ob-
viously superior compared with its competitors, the 3D
MMF is still better than it. The reason is that uni-modal
feature can merely deliver specific aspects information
of 3D shape, but the suggested method fuses shape and
view based modality information. Thus the 3D MMF
contain both intrinsic attributes and extrinsic properties
of 3D models. Meanwhile the 3D MMF increases the
intra-class similarity and reduces the inter-class simi-
larity. As a consequence, the retrieval performance is
improved.

Table 5 lists the numerical evaluation results. From
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Figure 7: Recall-precision curve of some state-of-the-art methods and
proposed method on SHREC 2007.

Table 5: Retrieval performance of proposed method using standard
measures on SHREC 2007. The unit in this table is percentage.

Feature NN FT ST E DCG
Geometric descriptors 85.50 57.82 36.11 50.70 86.78

Visual descriptors 96.50 86.98 47.99 68.61 97.26
3D MMF 99.75 91.77 49.07 71.43 99.16

the table, we can clearly see that all of the measures
are highly improved from using uni-modal features to
multi-modal features. The average improvement of NN,
FT, ST, E, DCG index are respectively 8.75%, 19.37%,
7.02%, 11.78%, 7.14%, which demonstrates that the
3D MMF generated by multi-modal fused method has
the outstanding capability to improve retrieval perfor-
mance.

Retrieval Experiments on SHREC 2011 and
McGill. We also conduct retrieval experiments on
SHREC 2011 and McGill datasets to evaluate the re-
trieval performance. The recall-precision curves of our
method and some state-of-the-art approaches includ-
ing ShapeDNA [55], Multidimensional Scaling, Clock
Matching, and Bag-of-Features (MDS-CM-BOF) [56],
Spectral Decomposition of the Geodesic Distance Ma-
trix (SD-GDM) [50], The Spherical Harmonics De-
scriptor (SHD) [57], Light Field Distribution (LFD)
[14] and Eigenvalue descriptor (EVD) [58] are plotted
in Figs. 8 and 9. Tables 6 and 7 list the numerical eval-
uations. The results show that the retrieve performance
of the proposed method has promising prospect.
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Figure 8: Recall-precision curve of some state-of-the-art methods and
proposed method on SHREC 2011.
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Figure 9: Recall-precision curve of some state-of-the-art methods and
proposed method on McGill.

5. Conclusion

In this paper, we put forward a novel multi-modal
feature extraction and fusion method for recognition
and retrieval of 3D shapes. First, geometric descrip-
tors and visual descriptors are extracted as geometry-
based feature and view-based feature through CDBNs
and CNNs, respectively. Then two DBNs are adopted
to learn structural high-level descriptors. Furthermore,
to discover the deep interrelation across modalities, we
utilize a RBM to fuse these high-level features. Exper-
iments conducted on standard benchmarks for classifi-
cation and retrieval tasks have demonstrated that rec-
ommended methods achieve much better performance
in comparison with state-of-the-art approaches. The ex-
periments results show that the joint representations are
more discriminative which can suppress intra-class vari-
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Table 6: Retrieval performance of proposed method using standard
measures on SHREC 2011. The unit in this table is percentage.

Feature NN FT ST E DCG
Geometric descriptors 85.50 57.81 36.11 50.70 86.78

Visual descriptors 96.83 86.02 46.51 89.39 96.86
3D MMF 98.00 86.85 46.80 67.76 97.35

ation and enhance the inter-class similarity separation.
Different from the traditional shape analysis methods

in computer vision, we sufficiently consider both intrin-
sic properties and extrinsic visual similarities. In ad-
dition, we do not simply fuse the geometric and visual
features to train the model, instead, we take the strat-
egy that first learns high-level features for each modal-
ity through DBN to remove the modality-specific infor-
mation, and then high-level features are concatenated to
learn multi-modal feature for shape analysis. By using
this strategy, the highly non-linear correlations between
geometry-based and view-based modalities can be mod-
eled comprehensively.

Limitations. In the procedure of generating geomet-
ric descriptors, accuracy will be higher with bigger size
of grid, but computation is exponent increasing. There-
fore, an appropriate method should be designed to bal-
ance these two aspects. In our framework, to learn
the joint representation for 3D shape, we concatenate
the high-level features from different modalities. How-
ever, the information carried by each modality feature
is not identical, as can be seen from the experiments
on SHREC 2007 dataset, the visual descriptors contains
more information than geometric descriptors. There-
fore a solution should be sought to represent the impor-
tance of different modalities. Moreover, in the proposed
method, features for deep learning are global so that lo-
cal information of 3D shapes is missing more or less.
Hence, the proposed method is difficult to be applied
for more sophisticated tasks such as segmentation, par-
tial retrieval, and symmetric detection.

Future work. First, at present we only investigate
geometric and visual descriptors in our framework. In
order to describe 3D shapes much better, we will ex-
plore the possibility to combine global features and lo-
cal features from each modality. Second, it is neces-
sary to study other methods which can preserve more
structural information for feature learning. Third, it
is necessary to research novel deep learning methods
that can directly process graph-based data, including
3D mesh data, communication network, and traffic net-
work, which lead to its wider applications with better
performance.

Table 7: Retrieval performance of proposed method using standard
measures on McGill. The unit in this table is percentage.

Feature NN FT ST E DCG
Geometric descriptors 88.84 62.45 37.68 59.66 88.37

Visual descriptors 87.30 54.12 36.23 51.91 86.51
3D MMF 92.12 73.19 42.12 68.55 92.38
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