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H I G H L I G H T S

• A car following model for electric, connected and automated vehicles is proposed.

• The model is based on a Deep Deterministic Policy Gradient (DDPG) algorithm.

• The model reduces modelling constraints and could self-learn and self-correct.

• The model can dampen traffic oscillations and improve electric energy consumption.
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A B S T R A C T

It has been well recognized that human driver’s limits, heterogeneity, and selfishness substantially compromise
the performance of our urban transport systems. In recent years, in order to deal with these deficiencies, our
urban transport systems have been transforming with the blossom of key vehicle technology innovations, most
notably, connected and automated vehicles. In this paper, we develop a car following model for electric, con-
nected and automated vehicles based on reinforcement learning with the aim to dampen traffic oscillations
(stop-and-go traffic waves) caused by human drivers and improve electric energy consumption. Compared to
classical modelling approaches, the proposed reinforcement learning based model significantly reduces the
modelling constraints and has the capability of self-learning and self-correction. Experiment results demonstrate
that the proposed model is able to improve travel efficiency by reducing the negative impact of traffic oscilla-
tions, and it can also reduce the average electric energy consumption.

1. Introduction

Urbanization is rapidly taking place globally. According to [1], the
urbanized population will contribute 66% in 2050. The rapid urbani-
zation unavoidably causes severe transport and mobility challenges,
especially in large cities like London, New York, and Shanghai. There is
no doubt that the transport challenges (safety, congestion, sustain-
ability, etc.) significantly undermine a large city’s liveability and the
wellbeing of its residents: (i) traffic accidents result in 1.25 million
fatalities and 50 million injuries worldwide every year and, more

importantly, they are the leading causes of death for people under
45 years of age [2]; (ii) gridlocks occur more and more frequently in our
urban cities, especially during peak hours; and (iii) transport sector
contributes over 1/3 of the greenhouse gas (GHG) emissions [3].

It has been well recognized that human driver’s limits (e.g. long
reaction time, limited information processing capability), heterogeneity
(e.g. different reactions among drivers), and selfishness (non-coopera-
tiveness) substantially compromise the performance of our urban
transport systems [4]. Most existing traffic control strategies and
technologies (e.g. traffic signal) aim to regulate or control a collective
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and aggregated group of vehicles, with an attempt to accommodate the
aforementioned human driver’s deficiencies [5,6]. In order to fully
utilize the potential of our urban transport infrastructure, a series of
vehicle technology innovations have been proposed in recent years,
most notably, connected vehicles, and automated (self-driving) ve-
hicles. Connected vehicles basically enable real time information
sharing and communications among individual vehicles and infra-
structure control units through technologies such as Vehicle-to-Vehicle
(V2V) and Vehicle-to-Infrastructure (V2I) [7]. Automated vehicles aim
to assist or even replace a human driver with a robot that constantly
receives environmental information via various sensor technologies (as
compared to human eyes and ears) [8], and consequently determines
vehicle control decisions with proper computer algorithms (as com-
pared to human brains) and vehicle control mechanics [9]. The de-
velopment of connected and automated vehicles (CAVs) has far out-
paced the existing traffic control systems in that individual vehicle can
be controlled and regulated in a real-time manner [10]. With these
CAVs, individual vehicle based control to fully overcome or minimize
the negative effects caused by human driver’s limits, heterogeneity, and
non-cooperativeness becomes feasible [11,12]. In other words, the
traffic flow management can be transformed from a reactive, ag-
gregated/collective, and non-cooperative infrastructure based para-
digm to a proactive, disaggregated/individual, and cooperative vehicle
based paradigm [9].

A number of studies such as [13–20] have been developed with an
attempt to modify and improve classical models for controlling CAVs.
These models have yielded abundant knowledge and control methods
in understanding and utilizing this emerging technology in traffic
management. However, as many of these models were primarily de-
veloped based on human-behavioural theories without any room for
self-learning and self-corrections, they have limited flexibility and
adaptivity, and further modifications and improvements are likely to be
constrained by their specific empirical equations.

Machine learning has been widely used in transportation research
such as using artificial neural networks [21,22] or recurrent neural
networks [23,24] to mimic human driving behaviours. However, if CAV
driving strategies are only developed based on human driving para-
digms, it would be hard for CAVs to overcome the intrinsic limitations
of human drivers (e.g., proneness to errors, long reaction time, het-
erogeneity, non-cooperativeness), which have been widely criticized as
causes to prevailing traffic issues [25,26] and are arguably the chal-
lenges that the masterminds behind the concept of CAV plan to over-
come. Thus, appropriate driving strategies beyond the human driving
framework needs to be designed in order to realize the full vision of the
future efficient CAV traffic.

Traffic oscillations refer to the stop-and-go driving conditions in
congested traffic which typically form bottlenecks of transport infra-
structure [24]. With regard to controlling CAVs in terms of dampening
or eliminating traffic oscillations, one approach is to create sufficient
time buffer or shorten the responding time in traffic oscillations and
stabilize overall traffic flow [27,28]. This idea has also been validated
by field experiments in [15,29]. Another approach is to make a driving
plan by accessing a future target state from the current state. Ma, et al.
[10] developed a trajectory design model to eliminate traffic oscillation
by optimizing the motion of CAVs backward from a target driving state
in the future. However, this methodology optimizes the current and
future motions of vehicles by taking advantage of the communications
between infrastructure and vehicles, and the awareness of a future
target state. But in most cases where there is no target state or it is
difficult to obtain one, the CAVs cannot plan in advance, and the cur-
rent state matters more in terms of decision-making. Another type of
trajectory optimization strategy [30] utilizes a motion planner and does
not need a target state, but it is still based on an iterative strategy to
optimize travelling path. Therefore, the above two trajectory planning
methods are not very computationally efficient, as it has to either
search into the future or compute optimization steps at each time step.

In contrast, this research focuses more on obtaining a CAV model that
only considers current state driving information by adopting a Re-
inforcement Learning (RL) approach.

A recent breakthrough in RL challenges human in gaming dis-
ciplines [31,32]. RL is capable of generating appropriate rules to
achieve a certain goal without human supervision. Additionally, RL-
based solutions may come from a great number of search attempts in a
solution space while human may only be capable of accessing a subset
of this space. In this regard, the RL approach can overcome human
limitations. As such, a properly designed RL-based car following model
can be an ideal alternative for the design of CAV driving strategies,
especially towards dampening or even eliminating some widely-seen
traffic issues such as traffic oscillations (stop-and-go traffic waves).

On the other hand, electric vehicles (EV) have been developing
quite fast in recent years in the background of reducing GHG emissions
and protecting environment. However, it is always difficult to improve
electric energy consumption of electric, manually-driven vehicles (e-
MV) through optimizing human driver behaviours due to their het-
erogeneity and non-cooperativeness, as mentioned above. Fortunately,
the above goal becomes possible if the vehicle involved is an electric
CAV (e-CAV) as accurate vehicle controls can be achieved.

In this paper, we develop a novel RL-based, reward-guided car fol-
lowing model for e-CAVs to learn and maximize their accumulative
rewards. After the training process, the e-CAVs controlled by the pro-
posed model are able to dampen the effect of sudden traffic dis-
turbances. Further simulations under traffic oscillations indicate that
the travel efficiency of transport systems as a whole is improved sig-
nificantly and the average electric energy consumption are also re-
duced. At last, it is worth noting that since the proposed car following
model requires very accurate controls over each individual vehicle in a
platoon in order to achieve the above two goals, the application scope
of the proposed model is confined to fully-automated e-CAVs (e-CAVs
that belong to Level 3 to 5 according to the Levels of Driving
Automation Standard of the Society of Automotive Engineers [33],
which is expected to dominate the (e-)CAV market in the near future) so
that any uncertainties caused by human driver limitations can be totally
eliminated.

This rest of this paper is organized as follows. Section 2 presents the
relevant literature review. Section 3 introduces the proposed RL-based
car following model and details of the experiment design. Section 4
presents the experiment results and the relevant discussions. Section 5
concludes.

2. Literature review

2.1. Classical car following models

A classical car following model is a mathematical expression with
respect to how one car follows another. Different expressions have been
established from the mid of twentieth century, e.g. the GHR model
[34,35], the CA model [36] and Gipps’ model [37]. In order to over-
come the deficiencies of the above pioneering models, some other
classical models are developed in order to better establish the re-
lationship between vehicle motion and traffic conditions. The Optimal
Velocity (OV) model [38,39] determines acceleration rates based on
gap distance and velocity. The OV model extracts the gap distance in-
formation and converts it into a desired optimal velocity, then com-
putes the acceleration rate from the difference between the desired
optimal velocity and the actual velocity. Helbing and Tilch [40], Jiang,
et al. [41], Zhang, et al. [42], and Yu, et al. [43] gradually improved the
original OV model towards a more accurate and realistic prediction
performance. Another widely-used classical model is the Intelligent
Driver Model (IDM) [44], which decomposes the acceleration into two
aspects consisting of a free flow acceleration and a brake deceleration.
Some other IDM improvements include the Human Driver Model
(HDM) [45,46], the IDM with Constant-Acceleration Heuristic (CAH)
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[47], and the IDM for cooperative adaptive cruise control [15].
Although these classical car following models are initially devel-

oped to simulate human driving behaviours, they were also applied to
control CAV behaviours. Many studies [9,15,20,29] built their CAV
models by either improving or modifying an existing classical model.
However, most classical models have prescribed model structures and
parameter settings that are independent of real-time/historical sur-
rounding traffic conditions as well as prior driving experiences.
Therefore, these models may not be flexible enough to describe adap-
tive CAV behaviours in real-world traffic. In this regard, a mainstream
of future CAV control models should be learning-based and are adaptive
to constantly changing sensor feeds [48,49].

2.2. Electric vehicle (EV) related technologies

The history of Electric Vehicle (EV) can be dated back to as early as
the beginning of 20th Century [50], and it start to attract substantial
public attentions recently due to the urgent call of the transition of
energy structure from the high-pollution, non-renewable fossil fuels to
the environmental-friendly, renewable energies such as electricity.
Some of the most prevailing EV-related technologies being studied,
tested, and implemented include battery optimizations [51,52], power
management [53–55], charging technologies [56,57], charging strate-
gies [58,59], and charging infrastructure deployment [60–62].

One great advantage of EV compared with petrol-driven vehicles is
that regenerative brakings can be perfectly integrated with it, which
means the EV can use its motor as a generator during braking man-
euvers to transform the kinetic energies generated during brakings into
electric energy, and thus improve energy utilization rate and reduce
energy consumption [63,64]. Besides, to evaluate the battery perfor-
mance of EVs, other studies have also focused on estimating EV energy
consumption [65,66] and efficiency [67], or evaluating capacity de-
gradations of EV battery cells [68,69].

2.3. Traffic oscillation and its potential solution based on connected and
automated vehicles (CAVs)

Traffic oscillations (stop-and-go waves) are widely-seen in heavy
traffic flow conditions. With the increase of traffic demands caused by
urbanization, traffic oscillations become more and more frequent,
which subsequently impose negative impacts on transport safety, effi-
ciency and sustainability [70,71]. The formation and propagation me-
chanisms of traffic oscillations have been intensively investigated in the
last two decades. To name a few, Laval and Daganzo [72], Laval [73],
Ahn and Cassidy [74] pointed out that lane change activities can result
in the formation of traffic oscillations while Laval [73], Koshi, et al.
[75] concluded that any kind of moving bottleneck such as a slow-
moving truck could be the cause. In addition, Li, et al. [76] further
introduced that ramp merging activities and changes in roadway geo-
metric features could also lead to formations of traffic oscillations. As
for the propagation of traffic oscillations, Laval and Leclercq [77]
concluded that timid and aggressive driver behaviours (human driver
heterogeneity) are the cause for the propagation of traffic oscillations
while Zheng, et al. [78] found that a precursor phase was always ob-
served at the early stage of oscillations, in which slow-and-go motions
were localized. Then some of them eventually transitioned into a well-
developed phase, in which oscillations propagated upstream in queue.

On the other hand, Inter-Vehicle-Communication (IVC, equivalent
to V2V) [79,80] and Cooperative Adaptive Cruise Control (CACC)
[9,14,15,29] are the foundations of CAVs. CAVs can possibly be utilized
in a way that is able to optimize some inefficient traffic operations as
well as driving behaviours. Simulations conducted in several previous
studies [9,81] show that CAVs can indeed perform beyond human
drivers when having a specific design corresponding to a typical cir-
cumstance such as highway-merging. Therefore, we expect that CAVs
could also be designed to dampen the negative impact caused by traffic

oscillations. However, modelling CAVs in classical approaches to
maximize travel efficiency in traffic oscillations is difficult due to many
constraints and unknown parameters in classical car following models.
We hence resort to the state-of-art machine learning techniques such as
the reinforcement learning approach to simplify and solve this problem.

2.4. Reinforcement learning technologies and their applications on
connected and automated vehicles (CAVs)

A standard reinforcement learning framework consists of interac-
tions between an agent and an environment. At each time t , the agent
receives an observation st, takes an action at based on st and receives a
reward rt from the environment. In a typical RL system, the observation
obtained from the environment is called state. The behaviour of an
agent is defined by a policy π . Under the policy π , the agent takes
current state st and output a probability distribution =P a π s( ) ( )t over
the action set a. For the environment, it provides the transition dy-
namics +p s s a( | , )t t t1 and reward r s a( , )t t for the agent who takes action
at at state st at time t .

In a reinforcement learning framework, an agent learns to match the
future reward with its experience. A discounting factor ∈γ [0, 1] is
applied to compute a return which is defined as the sum of discounted
future reward = ∑ =

−R γ r s a( , )t i t
T i t

i i
( ) . The goal in reinforcement

learning is to learn a policy that maximizes the expected return from
the current state. Many approaches in reinforcement learning use the
Bellman Equation (Eq. (1)) to represent the recursive relationship in the
future return.

 = + + ++ +Q s a r s a γ Q s a( , ) ~ [ ( , ) ~ [ ( , )]]π
t t r s E t t a π

π
t t, 1 1t t t1 1 (1)

where Qπ is the state-action value based on a stochastic policy π and
+st 1 (the state at +t 1) is sampled from environment E (the subscript E

in the above equation). For a deterministic target policy μ instead of π ,
the inner expectation disappears, and the above equation can be re-
written as

= + + ++Q s a r s a γQ s μ s( , ) ~ [ ( , ) ( , ( ))]μ
t t r s E t t

μ
t t, 1 1t t 1 (2)

With this deterministic policy μ, the agent is possible to learn Qμ off-
policy, which makes use of the state-action-reward pairs generated
from other agents or from this agent but at a different time. Here, off-
policy learning refers to that the model updates its parameters by
learning from the data generated by an old policy or other policies. By
contrast, on-policy learning means that the model updates its para-
meters by learning from its current policy. The Q-learning algorithm
[82] is commonly used as an off-policy algorithm by considering the
greedy policy =μ s Q s a( ) argmax ( , )a . Utilizing a neural network as a
function approximator is a shortcut to many complex RL problems.
Thus, a policy μ can be parameterized by a neural network θQ, which
can be optimized by minimizing the loss:

= −L θ Q s a θ y( ) (( ( , | ) ) )Q
s a r t t

Q
t, ,

2
t t t (3)

where

= + + +y r s a γQ s μ s θ( , ) ( , ( )| )t t t t t
Q

1 1 (4)

The yt in Eq. (3) and (4) is typically recognized as a Q-target in RL,
and it is also dependent on θQ. Due to the unstable and non-con-
vergence problem related to the use of complicated nonlinear function
approximators, researchers and practitioners in the past rarely apply a
large scale of nonlinear function approximator for evaluating the Q. In
recent years, Mnih, et al. [83] proposed a variation of the Q-learning
algorithm named Deep Q-Network (DQN) which learns to play video
games from pixel inputs. After that, Lillicrap, et al. [84] adapted the
concept in DQN and applied it with Deterministic Policy Gradient
(DPG) [85], and renamed the DPG as Deep Deterministic Policy Gra-
dient (DDPG). Their results show that DDPG is 1) able to achieve a
better control when involving a continuous action domain compared
with DQN; 2) more suitable for a complex problem compared with
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Policy Gradient (PG); and 3) more stable for a dynamic environment
compared with DPG.

In transportation research, several RL approaches have already been
applied to model human driving behaviours [86] or CAVs. Zhou and Qu
[87], Desjardins and Chaib-Draa [88] and Cao, et al. [89] applied DQN
[83,90], PG [91,92] and Q-learning respectively to design car following
models for CAVs. The results show that these models do enable CAVs to
learn specific driving strategies by implementing appropriate reward-
guided systems. However, in these studies, the learned models only
work in a discrete action space due to the fact that a discrete action
function approximation can simplify the possible action outputs.
However, it is impractical that the CAVs can only drive with a series of
discrete actions since actual vehicle acceleration space is continuous.
Another attempt in [93] adopted the Trust Region Policy Optimization
(TRPO) [94] approach for multi-agent learning in a vehicle platoon.
However, the model requires platoon-level computation (vehicle pla-
toon state as model input) at each time step rather than individual-level
computation (individual vehicle state as model input), which becomes
impractical when the number of vehicles in a platoon scales up.
Therefore, given that (1) actual vehicle acceleration space is con-
tinuous; (2) model scale and stability issues need to be considered; and
(3) model computational efficiency should remain at a reasonable level,
we propose a DDPG-based car following model and apply it for con-
trolling e-CAV acceleration rate.

3. Model development and experimental design

3.1. Deep deterministic policy gradient

Lillicrap, et al. [84] proposed the Deep Deterministic Policy Gra-
dient (DDPG), which belongs to a Policy Gradient (PG) that is suitable
to work in continuous action spaces. However, the basic PG is limited
by an episodic update rule – behaviour policy updating must be at the
end of this episode [95]. The use of the Actor-Critic method [96] and a
function approximator for PG [95] can dramatically improve its per-
formance in terms of speeding up training process and increasing the
ability in non-linearity.

The usual stochastic policy gradient such as Actor-Critic may not be
efficient when learning in an environment that only needs a determi-
nistic behaviour policy. Thus, Silver, et al. [85] proposed a Determi-
nistic Policy Gradient (DPG) method that leads to an efficiency im-
provement in training. As the DPG is an upgraded version of Actor-
Critic, the updating procedure can be separated into two parts: the
update for the actor and the update for the critic. These updates aim to
maximize the average reward that an agent receives, so the objective
function for this purpose can be shown below:

∫=J μ ρ s Q s μ s ds( ) ( ) ( , ( ))β
θ

S
β μ θ

(5)

where μθ is the target policy parameterized by θ, ρ s( )β denotes the
behaviour policy at state s, Q s μ s( , ( ))μ θ represents the state-action
value or Q-value evaluated from a critic and its action which comes
from the target policy. We can rewrite this objective function as Eq. (6)
to obtain the parameter update.

∇ = ∇ ∇ =J μ μ s Q s a( ) ~ [ ( ) ( , )| ]θ β
θ

s ρ θ
θ

a
μ

a μ s( )β θ (6)

This equation gives the off-policy deterministic policy gradient. It
indicates that the actor parameters updated by moving its parameters in
the direction of the critic can maximize its Q-value. While on the critic
side, its update is shown Eq. (7). To sum up, the actor and critic update
in the DPG can be unified as following:

= + −+ +δ r γQ s μ s Q s a( , ( )) ( , )t t
w

t
θ

t
w

t t1 1 (7)

= + ∇+w w α δ Q s a( , )t t w t w
w

t t1 (8)

= + ∇ ∇+ =θ θ α μ s Q s a( ) ( , )|t t θ θ
θ

t a
w

t t a μ s1 ( )θ (9)

where δt denotes the TD-error in one-step update; rt represents the re-
ward received at time t when taking action at and the state changes
from st to +st 1; Qw is the estimated state-action value or Q-value by a
function approximator (typically a nonlinear neural network) para-
meterized by w; αw and αθ are the learning rates of critic and actor,
respectively; μ s( )θ

t denotes the target policy parameterized by θ.
Although this DPG algorithm successfully improves the learning

efficiency, the convergence and stability problems still exist due to the
on-policy updating and combining of a nonlinear function approx-
imator. In other words, a correlation between two successive state
updates will introduce unstable issues for challenging problems. These
problems can be solved by bringing the advantages in DQN [84].

The DDPG is a combination of DQN and DPG in terms of creating a
memory buffer and target networks for DPG in order to de-correlate
successive updates. Both of the actor and critic in DDPG have an
evaluating network (μθ and Qw) and a target network (μθ̄ and Qw̄). The
parameters update in a target network is delayed for the purpose of de-
correlating successive updates. The complete updating rule is shown as
the following equations.

= + −+ +δ r γQ s μ s Q s a( , ( )) ( , )t t
w

t
θ

t
w

t t
¯

1
¯

1 (10)

= + ∇+w w α δ Q s a( , )t t w t w
w

t t1 (11)

= + ∇ ∇+ =θ θ α μ s Q s a( ) ( , )|t t θ θ
θ

t a
w

t t a μ s1 ( )θ (12)

The w̄ and θ̄ in Qw̄ and μθ̄ are then assigned to w and θ after a
particular amount of time steps. In addition, the state-action-reward
transitions are stored in a memory buffer and randomly selected during
the update process.

3.2. Training environment and parameter settings

The training procedure for our proposed DDPG-based car following
model is demonstrated in Fig. 1 as e-CAVs can interact with the driving
environment in real-time and simultaneously collect local and global
traffic information, including their own speed, gap distance and the
relative speed with their preceding vehicle. The collected information is
stored in a memory buffer in the RL (DDPG) system. A batch of ex-
periences randomly sampled from this memory buffer is used to update
the actor and the critic at each time step. The actor is responsible for
choosing an appropriate acceleration for all e-CAVs and the inputs and
output of the actor can be simplified as ←a Actor v x v(Δ , Δ , ), where vΔ
and xΔ denote relative speed and distance gap with its preceding ve-
hicle respectively, and v denotes its own speed.

Note that there is only one actor in this system, thus, all e-CAVs
share the same DDPG model, and each of them contributes equally to
the system update. A virtual training environment shown in Fig. 2 is
built. We choose a vehicle platoon of 10 e-CAVs that forms a circular
driving loop in order to simulate the oscillation effect in a consecutive
traffic flow.

The e-CAVs are trained on 2000 episodes, each of which consists of
300 time steps. Each time step is equivalent to a 0.1 s updating interval.
We initialize each episode with randomness in order to reduce the
sensitivity of the final model and all initialization setups are described

Fig. 1. Learning diagram of the DDPG-based car following model: all e-CAVs in
the traffic environment (left) share the same DDPG model (right).
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as follows.

• Updating interval: 0.1 s;

• Vehicle acceleration range: [− m s m s5 / , 3 /2 2];

• Vehicle length: 5 m.

• Fix the initial speed of leading vehicle in each episode as km h100 / ;

• Initial distance gaps for subsequent vehicles are randomly selected
in a range of [ m m15 , 50 ];

• Initial speeds for subsequent vehicles are randomly selected in a
range of [ km h km h40 / , 130 / ].

The leading vehicle is not allowed to accelerate or decelerate during
the whole episode, while other vehicles in the platoon adjust their ac-
celerations by the actor in the DDPG model. The final goal for each
episode is to stabilize car following condition from a disordered in-
itialization. This is an indirect but faster training procedure for e-CAVs
to learn how to handle traffic oscillations compared with randomly
disturbing the behaviours of the platoon leader.

The hyper-parameters for the DDPG model are carefully selected:
we select = −α e1 05w and = −α e2 05θ as the learning rates for critic
and actor respectively. Further, the discount factor =γ 0.9. In order to
cover the experience in serval episodes, we choose the memory capacity
as 100,000 transitions. The update frequency for target networks Qw̄

and μθ̄ are selected as 1000 time steps. The evaluation networks Qw and
μθ are updated each step using RMSprop [97] with a batch size of 64.

3.3. Reward function design

In practice, a specifically designed reward function could result in a
specific solution. In a car following context, without loss of generality,
we initially apply a time-headway based reward function like the ones
mentioned in [87,88]. By doing so, the proposed model can easily learn
a reasonable car following rule to allow e-CAVs to drive with collision-
free behaviours, which, however, may not also lead to a travel effi-
ciency improvement, especially under traffic oscillations. Furthermore,
the headway used in the current reward function is not as critical as
time gap in terms of addressing safety concerns since the latter one
further excludes the impact of the length of preceding vehicle (See

Fig. 3). The above two factors make us to reconsider towards designing
a better reward function.

The new proposed reward function consists of two aspects: speed
and time gap, as shown in Fig. 4. First, we define a maximum speed of
110 km/h. In a homogeneous traffic follow, there is no doubt that if all
e-CAVs are travelling with higher speeds, the entire travel efficiency
will increase, and the entire/individual electric energy consumption
will be reduced as well due to less travel times and less congestions
expected (less repeated deceleration-acceleration maneuvers). There-
fore, in a traffic oscillation scenario, an e-CAV stabilizing its following
condition while maintaining a higher speed should be rewarded. Thus,
within the range of 0 km/h to 110 km/h, the reward is set mono-
tonically increasing from 0 to 1. In this research, we compare three
types of monotonic reward curve including “Linear”, “Concave” and
“Convex”, and the results can be found in the next section. Whenever
the speed exceeds the maximum speed, a reward of −1 is assigned as a
punishment to avoid over-speeding. Further, whenever the time gap is
less than a minimum safe time-gap for e-CAVs (0.6 s is adopted, as was
found in [15]), a reward of −1 is given to reduce the risk of collision.

4. Results and discussion

4.1. Training result

In order to validate the robustness of the DDPG model, we conduct
six epochs with different random seeds and plot the moving averaged
episode reward in Fig. 5. In machine learning, loss can also be used to
determine the convergence of a model. However, it may oscillate when
data distribution changes at each learning stage in a RL context, which
is the reason why episode reward is used instead in this research. In a
typical RL training process, the accumulated reward for each episode
can be noisy due to different episode initializations. Therefore, we
apply a moving averaging method to show the tendencies of the total
reward changes, which is computed as

← +−R R R0.99 0.01t t t1

Fig. 2. 10 e-CAVs follow one another in a circular loop. The numbers next to
each e-CAV refer to its speed and reward, and these numbers are coloured based
on the reward: a higher reward turns to blue and a lower one turns to red.

Headway

Time gap

Fig. 3. Illustration of headway and time gap between successive vehicles:
headway is the time a following vehicle takes to cover the distance between the
tip of the preceding vehicle and the tip of itself; Time gap is the net headway
that excludes the time needed to cover the length of the preceding vehicle.

Fig. 4. The design of reward function: a higher speed is encouraged before
reaching the max safe speed by assigning a higher reward (left); A heavy
punishment is applied if the vehicle fails to keep a safe gap with its leader
(right).
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where Rt denotes the reward at episode t. The sum of the weighting
factors for adjacent episodes is 1.

As can be observed from Fig. 5, the accumulated rewards in an
episode grow up quickly from the beginning of training for all the three
types of reward functions. However, only the linear reward function
and convex reward function achieve the highest episode rewards of
around 120 at the end of training, and the linear reward function
converges faster. By contrast, the concave reward function introduces
higher variance in training and has only about half of the episode re-
wards (about 65 episode rewards) at the end of training compared with
the other two functions. Based on the above findings, in the rest of the
research, we choose to train the DDPG model for e-CAVs with the linear
reward function.

4.2. Comparing with electric, manually-driven vehicles (e-MVs) as per
travel efficiencies

Many car following models have been developed for modelling MVs.
The IDM [44] is one of the classical car following models that has been
intensively studied [45,47]. Therefore, in the following sections, we
compare e-CAVs trained by the DDPG model with e-MVs controlled by
the IDM in terms of both travel efficiencies and electric energy con-
sumption in various scenarios involving traffic disturbances/oscilla-
tions. The calibrated IDM parameter values in [44] are used for the rest
of evaluations and are listed as follows since they perform well under
not only free-flow but also congested flow traffic [9,24]:

• Desired velocity v0: 120 km/h;
• Safe time headway T : 1.6 s;
• Maximum acceleration a: 0.73 m/s2;

• Desired deceleration b: 1.67 m/s2;

• Acceleration exponent δ: 4;
• Jam distance s0: 2 m;

• Jam distance s1: 0 m;

• Vehicle length l: 5 m.

4.2.1. High speed scenario
This test is to compare the performance between DDPG-based e-

CAVs (e-CAV platoon) and IDM-based e-MVs (e-MV platoon) in hand-
ling a disturbance encountered when they are travelling in high speeds.
We fix the leading vehicle’s behaviour by a sequence of acceleration
patterns listed as follows:

• Constant speed (100 km/h) for 100 seconds;

• Decelerate (− 2 m/s2) for 15 seconds (if the speed decreases to zero,
vehicle stops and the deceleration rate is set to zero);

• Accelerate (1 m/s2) to the original speed (100 km/h);
• Constant speed (100 km/h) for 200 seconds.

Then, 50 following e-CAVs and 50 following e-MVs are generated
respectively with a uniformly 2 seconds initial headway and 100 km/h
initial speed.

We plot the simulated trajectories and travelling details of the
leading vehicle, the first and last follower from both e-CAV platoon and
e-MV platoon in Fig. 6. Based on the simulation results, it is clear that
the disturbance caused by the leading vehicle creates a series of chain
reactions in both e-CAV and e-MV platoons. Specifically, an obvious
propagative oscillation is observed throughout the whole e-MV platoon.
In contrast, in the e-CAV platoon, the disturbance quickly dissipates and
the oscillation gradually disappears. Additionally, the acceleration,
speed and time gap details also draw the same conclusion. The accel-
eration and speed details indicate that the first e-CAV follower is more
responsive to the changes in its car following condition, which results in
a faster stabilization. The time gap results indicate that an DDPG-based
e-CAV tends to maintain a smaller time gap compared with an IDM-
based e-MV. The comparison of average travel efficiencies of e-CAVs
and e-MVs in this test is quantified in Table 1.

Fig. 5. Moving averaged episode reward comparison: both linear and convex
reward curves achieve the highest accumulated rewards (around 120) in the
end of training stage, and the linear curve has the fastest convergence.

Fig. 6. Comparison of traffic oscillations and corresponding details of vehicle
states under a high speed scenario.

Table 1
Comparison of average travel efficiencies of DDPG-based e-CAVs and IDM-
based e-MVs. Note: the column ‘Avg travel efficiency improvement’ represents
the percentage of the average speed increment of e-CAVs compared to the
average speed of e-MVs in the same scenario.

Vehicle type Average
travel time
(min/km)

Average
speed (km/
h)

Avg travel
efficiency
improvement

High speed e-CAV 0.64 94.08 7.40%
e-MV 0.69 87.60

Low speed e-CAV 1.55 38.73 4.53%
e-MV 1.62 37.05

Leader Stopping e-CAV 0.69 86.90 14.44%
e-MV 0.79 75.93
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4.2.2. Low speed scenario
Since the training environment for the DDPG model is set in a high-

speed condition, it is also necessary to test the performance of the
trained model under a low speed condition to evaluate the robustness of
the trained model. We run another test by adopting the same testing
configuration as the last test but with an 40 km/h initial speed for all
vehicles.

Although the overall speed condition of vehicles differs from the last
test, the results shown in Fig. 7 draw exactly the same conclusion as the
last test. We also listed the average travel efficiencies of both models
(DDPG model and IDM) in Table 1.

4.2.3. Leader stopping scenario
Traffic oscillations often consist of stop-and-go phases. In this sec-

tion, we evaluate the trained model under a long stopping phase fol-
lowed by an acceleration phase. The behaviour of the first vehicle is
fixed as follows:

• Constant speed (100 km/h) for 3 seconds;

• Decelerate (− 4 m/s2) for 30 seconds (if the speed decreases to zero,
vehicle stops and the deceleration rate is set to zero);

• Accelerate (2 m/s2) to the original speed (100 km/h);
• Constant speed (100 km/h) for 200 seconds.

Then, 50 following e-CAVs/e-MVs are initialized by the same con-
figuration as the first test.

From the result shown in Fig. 8, the e-CAV platoon controlled by the
DDPG model successfully eliminates the leader stopping effect. In
contrast, traffic oscillations in the e-MV platoon propagate to the last
vehicle in the platoon.

Considering smoothing traffic oscillations by ramp metering or
traffic light control on this oscillated flow, the lengths of time intervals
needed (Fig. 9) for the last vehicle are 34.4 s and 72.8 s for e-CAVs and
e-MVs respectively. If it is measured by distance, the buffer distances
are 955.3 m and 2023.0m respectively, which indicates an over 100%
efficiency improvement for an oscillation-free e-CAV controlled by the
DDPG model than an IDM-based e-MV.

A quantified comparisons of average travel efficiencies between
vehicles controlled by both models under the leader stopping effect is
available in Table 1. Further, we also cross compare both models under
all above three scenarios by scaling down all the values in Table 1 based

on the performance of e-MVs and use the performance of e-MVs as a
baseline. The result is displayed in Fig. 10 and it indicates that on
average, e-CAVs controlled by the proposed DDPG model outperform e-
MVs controlled by IDM in all cases involving traffic oscillations/dis-
turbance (up to 14.4% improvement on average travel efficiency, which
is also consistent with the result from Table 1). And the travel efficiency
improvement will further amplify towards the end of vehicle platoon
(up to 26.5% more efficient when only comparing the last e-CAV/e-MV
in the vehicle platoon), which further validates the better ability of the
proposed DDPG car following model in dampening/dissipating traffic
oscillations/disturbance. Note that the above result only includes a one-
off traffic disturbance, a greater travel efficiency improvement will be

Fig. 7. Comparison of traffic oscillations and corresponding details of vehicle
states under a low speed scenario.

Fig. 8. Comparison of traffic oscillations and corresponding details of vehicle
states under a leader stopping scenario.

Fig. 9. Buffer time and distance for the last e-CAV/e-MV under a leader stop-
ping scenario.

Fig. 10. Comparison of efficiency improvements against the baseline of e-MVs.
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expected in a real, congested road.

4.2.4. Mixed traffic flow scenario
There is no doubt that (e-)CAVs will soon share roads with (e-)MVs.

As such, we also test the performance of the proposed model in a mixed
traffic flow consisting of e-CAVs and e-MVs. As can be seen in Fig. 11
and Fig. 12, with the increase in e-CAV penetration rate (an increase in
the proportion of e-CAVs in the mixed flow), the average travel effi-
ciency of vehicles in the mixed flow also improves significantly since
traffic disturbances/oscillations are better accommodated.

Table 2 quantifies the model performances under different e-CAV
penetration rates, from which we can easily observe that the average
travel efficiency per vehicle in the mixed traffic flow does increase
monotonously with the increase of e-CAV penetration rates, and
achieves up to 23.43% efficiency improvement when the entire flow
consists of e-CAVs. Therefore, the proposed DDPG-based car following
model for e-CAVs can also be applied to mixed traffic scenarios.

4.3. Comparing with electric, manually-driven vehicles (e-MVs) as per
electric energy consumption

In this section, we attempt to compare the electric energy con-
sumption of e-CAVs and e-MVs in the aforementioned traffic scenarios.
To enable a fair comparison, a reasonable assumption is made that all e-
CAVs and e-MVs involved share exactly the same physical and aero-
dynamic properties. In other words, we assume that all e-CAVs and e-
MVs in this research are equivalent in terms of calculating energy

consumption. Without loss of generality, we predefine a set of physical
and aerodynamic property values of a typical electric vehicle based on
the data from [63,65] to calculate the energy consumption, and the
details are listed as follows:

• Mass of vehicle m: 2575 kg;
• The frontal area of vehicle Af : 2.5 m2 ;

• Rolling resistance of vehicle tyre with road surface Cr : 0.01;
• Aerodynamic drag coefficient of vehicle CD: 0.3;
• Vehicle battery type: Li-Ion battery cells;

• Rated battery voltage of vehicle U : 316.8 V;

• Rated battery capacity of vehicle Q: Ah252.525 ;

• Electric motor (battery cell) efficiency of vehicle ηm: 0.9;
• Generator efficiency of vehicle ηg: 0.85, assuming that all brakings of
the e-CAV/e-MV are energy regenerative brakings and the gen-
eratory efficiency is a constant value;

• Air mass density ρair : 1.2256 kg/m3;

• Gravitational acceleration g: 9.8066 m/s2;

• Road slope α: 0.

Based on the above assumptions and property values, the instant
traction force or braking force F t( )w of an e-CAV or e-MV at a specific
time step t can be calculated by the following equations [63,98]:

∙ = − − −m a t F t F t F t F t( ) ( ) ( ) ( ) ( )w air r G (13)

=F t ρ A C v t( ) 1
2

( )air air f D
2

(14)

=F t mgC cosα( )r r (15)

=F t mgsinα( )G (16)

where Eq. (13) is the fundamental dynamic model of vehicle in the
moving direction; a t( ) and v t( ) are the acceleration and speed of the
vehicle at time step t; F t( )air , F t( )r , and F t( )G refer to the air drag force,
the rolling resistance force, and the gravity force the vehicle suffers at
time step t , respectively. Then, given that all the brakings of the e-
CAVs/e-MVs are energy regenerative, the instant power output or re-
covered energy input p t( )b of the vehicle at time step t can be calcu-
lated by the following equation [63,65,98]:

= ⎧
⎨⎩

≥
<p t

F t v t η ifF t
F t v t η ifF t( )

( ) ( )/ , ( ) 0
( ) ( ) , ( ) 0b

w m w

w g w (17)

where a positive p t( )b represents an instant power output at time step t
while a negative p t( )b represent an instant recovered energy input at
time step t , respectively. Finally, the total electric energy consumption
E of the vehicle over a specific travel distance = −s s s( )d o can be cal-
culated by:

∫=E
v t

p t ds1
( )

( )
s

s
b

o

d

(18)

And the average energy consumption per kilometer (Ah/km) of this
vehicle can be easily acquired accordingly.

Fig. 11. Comparison of traffic oscillations in various e-CAV penetration rates.

Fig. 12. Comparison of four travel efficiency indexes in various e-CAV pene-
tration rates.

Table 2
Comparison of average travel efficiencies in different e-CAV penetration rates.
Note: the column ‘Avg travel efficiency improvement’ refers to the percentage
of the average speed increment based on the average speed under 0% e-CAVs.

e-CAV
rate

Average
speed (km/
h)

Average travel
distance (km)

Average travel
time (min/km)

Avg travel efficiency
improvement

0% 71.12 2.77 0.85 0.00%
20% 74.59 2.91 0.81 4.89%
40% 76.42 2.98 0.78 7.45%
60% 79.11 3.09 0.76 11.23%
80% 82.49 3.22 0.73 15.99%
100% 87.78 3.43 0.68 23.43%
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The average energy consumption per kilometer of all the DDPG-
based e-CAVs and IDM-based e-MVs in the above high speed, low speed,
and leader stopping secnarios are summarized in Table 3, along with
the corresponding standard deviations. And the average energy con-
sumption per kilometer of each of these e-CAVs and e-MVs are dis-
played in Fig. 13.

It is easy to observe from Fig. 13 that, in most times, the average
energy consumption of each DDPG-based e-CAV in the e-CAV platoon is
lower than that of the corresponding IDM-based e-MV in the e-MV
platoon, which is particularly obvious in both low speed and leader
stopping scenarios. The above finding is further validated in Table 3,
where the highest average energy consumption improvement of DDPG-
based e-CAV is identified as 9.00%, which is achieved in the low speed
scenario.

In addition, we can also find from Table 3 that the standard de-
viations of average energy consumption of all the 50 e-CAVs under all
the three scenarios are also substantially smaller than the corre-
sponding deviations of the 50 e-MVs, which is exactly the result of the
better ability of the DDPG model in stabilizing vehicle behaviours and
dampening traffic oscillations from a platoon level. This can also be
concluded from Fig. 13 where the energy consumption of a single e-
CAV in all three scenarios smoothly decrease towards the end of pla-
toon, but this is not the case for the e-MV platoon.

Finally, the average energy consumption per vehicle (Ah/km) under
different e-CAV penetration rates in the mixed traffic flow scenario are
also calculated and compared in Table 4. It is easy to conclude that the
average energy consumption per vehicle in the traffic flow indeed re-
duces with the introduction of e-CAVs into the flow. Though the
average energy consumption improvements are not obvious (up to
around 3.5% improvement), these improvements are still very mean-
ingful since they are simultaneously achieved along with the substantial
improvements in vehicle travel efficiencies (up to 23.43% improvement
when e-CAV penetration rate reaches 100%, as was summarized in
Table 2) under traffic disturbances/oscillations. Moreover, as can be
seen from Fig. 11 and Fig. 12, all vehicles in the mixed traffic flow went
through smaller degree, less frequent deceleration-acceleration man-
euvers (less short-term charge-discharge cycles to the battery cells) with

the increase of e-CAV penetration rate, which is beneficial in slowing
the battery degradation process from a long-term perspective [68,69].
Besides, it is worth noting that the standard deviation of average energy
consumption per vehicle in the mixed flow scenario substantially re-
duces when e-CAV penetration rates increases from 80% to 100%,
which further validated the negative impact of human driver limita-
tions, as mentioned in the beginning of this paper. By contrast, the
proposed DDPG car following model can enable individual vehicle (e-
CAV) to behave more cooperatively and stable in a platoon, which is the
reason why both vehicle travel efficiency and energy consumption can
be improved even under traffic disturbances/oscillations.

At last, it is also worth mentioning that since all the above energy
consumption tests are conducted based on a very ideal, fully re-
generative braking paradigm (assume no energy loss in any forms
during brakings) with satisfactory generator efficiency (0.85), the en-
ergy consumption improvements of the DDPG-based e-CAVs in all the
above scenarios are expected to be more significant in reality, especially
in the mixed traffic scenario where average energy consumption im-
provement should be more obvious (rather than less obvious) with the
increase of e-CAV penetration rates.

5. Conclusions

Electric, Connected and Automated Vehicles (e-CAVs) can not only
assist/free human in/from driving, but also be considered as an opti-
mization tool for improving traffic operation through, for instance,
dampening or even eliminating traffic oscillations (note: traffic oscil-
lation is the dominant cause for traffic flow breakdown and thus the
generation of traffic bottlenecks), and an effective approach to reduce
Greenhouse Gas (GHG) emissions. The design of e-CAVs should focus on
not only levels of driving automation from the perspective of vehicle
manufacturers, but also efficient and energy-saving traffic operations
from the perspective of transport managers/users. This paper marks the
first attempt to develop a Reinforcement Learning (Deep Deterministic
Policy Gradient, DDPG) based car following model that is dedicated for
fully-automated e-CAVs (whose levels of driving automation being
higher than Level 2 based on the Society of Automotive Engineers
Standard, which is expected to dominate the e-CAV market in the near
future) to dampen/eliminate the traffic oscillations. The contribution of
this paper is four-fold. First, to the best of our knowledge, this is one of
the first two attempts to use DDPG algorithm to solve actual traffic
challenges (the other one is the DDPG-based traffic light control
strategy proposed by Casas [99]). Second, the proposed DDPG-based
car following model is no longer constrained by the physical formworks
in classical car following models and has the capability of self-learning
and self-correction. Third, by designing a novel reward function to help
generate accurate-control based driving strategies, the proposed model
can enable e-CAVs to drive with significantly improved travel effi-
ciencies under various traffic disturbance/oscillation scenarios. In other
words, the proposed model can help dampen/eliminate traffic

Table 3
Comparison of electric energy consumption per vehicle between DDPG-based e-
CAVs and IDM-based e-MVs. Note: The column ‘Avg energy consumption im-
provement’ is the percentage of average energy consumption decrement com-
pared to the average energy consumption of e-MVs in the same scenario.

Vehicle type Avg energy
consumption
(Ah/km)

Standard
deviation
(Ah/km)

Avg energy
consumption
improvement

High speed e-CAV 0.5729 0.0122 1.70%
e-MV 0.5828 0.0287

Low speed e-CAV 0.3057 0.0020 9.00%
e-MV 0.3360 0.0094

Stopping
effect

e-CAV 0.5649 0.0269 5.58%
e-MV 0.5983 0.0574

Fig. 13. Comparison of electric energy consumption of vehicles in DDPG-based
e-CAV platoon and IDM-based e-MV platoon in different scenarios.

Table 4
Comparison of electric energy consumption per vehicle under different e-CAV
penetration rates. Note: The column ‘Avg energy consumption improvement’ is
the percentage of average energy consumption decrement based on the average
energy consumption under 0% e-CAVs.

e-CAV
rate

Avg energy
consumption (Ah/km)

Standard
deviation (Ah/
km)

Avg energy
consumption
improvement

0% 0.4983 0.1546 0%
20% 0.4829 0.1538 3.09%
40% 0.4811 0.1505 3.45%
60% 0.4845 0.1431 2.77%
80% 0.4898 0.1275 1.71%
100% 0.4904 0.0752 1.59%
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oscillations effectively. Fourth, the proposed model can also allow e-
CAVs to reduce electric energy consumption at the same time.

Future directions of this research include further testing and im-
proving the proposed model under various highly unsteady traffic
scenarios and conducting field experiments to validate the actual model
performances after fully-automated e-CAVs start mass production.
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