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a b s t r a c t

Dynamic taxi route recommendation aims at recommending cruising routes to vacant taxis such that
they can quickly find and pick up new passengers. Given citizens’ giant but unbalancing riding demand
and the very limited taxis in a city, dynamic taxi route recommendation is essential for its ability to
alleviate the waiting time of passengers and increase the earning of taxi drivers. Thus, in this paper we
study the dynamic taxi route recommendation problem as a sequential decision-making problem and
we design an effective two-step method to tackle it. First, we propose to consider and extract multiple
real-time spatio-temporal features, which are related with the easiness degree of vacant taxis picking
up new passengers. Second, we design an adaptive deep reinforcement learning method, which learns
a carefully designed deep policy network to better fuse the extracted spatio-temporal features such
that effective route recommendation can be done. Extensive experiments using real-world data from
San Francisco and New York are conducted. Comparing with the state-of-the-arts, our method can
increase at least 15.8% of average earning for taxi drivers and reduce at least 29.6% of average waiting
time for passengers.

© 2020 Elsevier B.V. All rights reserved.
1. Introduction

Taxi is an important commuting mode in our daily lives. Every
ay, in cities like New York and Beijing, there are hundreds of
housands of people waiting to take taxis [1,2]. In contrast to
itizens’ giant riding demand, the number of taxis in a city, how-
ver, is very limited. Even worse, after dropping off passengers,
axis need to spend a lot of time on cruising vacantly to find new
assengers, since passengers’ riding demand is spatially and tem-
orally unbalancing [3,4]. Consequently, the difficulty of taking
axis has become a common phenomenon in big cities [3,5,6].
mproving the transportation efficiency of taxis has become an
rgent issue. Dynamic taxi route recommendation [3,7], i.e., rec-
mmending cruising routes to vacant taxis, provides an feasible
ay. Specifically, as shown in Fig. 1(a), dynamic taxi route rec-
mmendation is to recommend a route (defined as a sequence
f road segments, e.g. routes r1, r2, r3, r4) to the vacant taxi 1
uch that by following the recommended route, taxi 1 can quickly
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Fig. 1. Dynamic taxi route recommendation.

find a new passenger. It is a sequential decision-making prob-
lem [8] and perhaps more than one round of route recommen-
dation is necessary before a vacant taxi picks up new passengers.
Taxi route recommendation has many benefits, e.g. bringing taxi
drivers more revenues, reducing waiting time for passengers.
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However, dynamic taxi route recommendation is challenging,
iven the following two reasons. First, taxi route recommendation
s related with multiple real-time spatio-temporal features, which
re non-trivial to formulate. Although there have already been
everal literature studying dynamic taxi route recommendation,
eal-time spatio-temporal features have neither been comprehen-
ively considered nor formulated [3,7,9]. In this work, we consider
nd formulate the following internal and external features as our
eal-time spatio-temporal features.

• Real-time. The reason that we should consider real-time
features is that the dynamic recommendation will signif-
icantly affect the status of the system. For the example
in Fig. 1(b), road segments e3, e4, e5, e6 (in red) have high
pickup probabilities in history. However, after some vacant
taxis have been recommended to them, most passengers
have been picked up and then these routes’ real-time pickup
probabilities become small. At this moment, if we still con-
duct recommendation based on historical (static) pickup
probability, we will continuously recommend vacant taxis
to these road segments, making them cannot find any pas-
senger there. Therefore, we should consider the real-time
features.
• Internal. For each possible route for recommendation, the

real-time internal features are features related with the
easiness degree of vacant taxis picking up passengers on
the route, e.g. the number of vacant taxis currently on the
route, the (estimated) number of current waiting passen-
gers on the route. Note that prior literature considers his-
torical/static internal features [3,9], not real-time internal
features.
• External. The real-time external features of a route are fea-

tures related with the easiness degree of vacant taxis picking
up passengers in the future (not on this route). For example,
as shown in Fig. 1(c), the vacant taxi 2 is currently in a busi-
ness area at the rush hour of a weekday morning (e.g. 8:00
a.m.), during which most people go from residential areas to
business areas. The gray circle in Fig. 1(c) indicates the maxi-
mum length of a candidate route, e.g. five road segments [7].
In this case, all candidate routes (e.g. r5, r6) still locate in
the business area without any waiting passengers. That is,
all candidate routes have highly similar real-time internal
features, e.g. their real-time pickup probabilities are all close
to zero. As a result, if considering only the real-time internal
features on each route, recommending r5 or r6 makes no
difference. However, as Fig. 1(c) shows, r6 is clearly better
than r5 since r6 leads to a residential area with many waiting
passengers, while r5 leads to another business area with no
waiting passenger. That is, for a route, besides its real-time
internal features, the real-time external features are vital,
too. To our best knowledge, the real-time external features
have not yet been considered by the state-of-the-arts [3,7,9].

Second, to fuse the above spatio-temporal features so that bet-
er taxi recommendation can be done is challenging. In particular,
e do not have label data. Given the features of all candidate
outes, there is no labeled optimal recommendation decision.
s a result, supervised learning-based feature fusion methods
a mapping from features of each route to the corresponding
ecommended route) cannot be used in this problem.

To address the above issues, in this paper, we design a deep
einforcement learning method to fuse the real-time internal
nd external spatio-temporal features into the dynamic route
ecommendation of vacant taxis. Overall, our contributions are
hree-fold.
• To our best knowledge, we are the first to consider both the
real-time internal and external spatio-temporal features for
dynamic taxi route recommendation. In addition, we pro-
vide formal definitions and formulations for these features.
• We design a deep reinforcement learning method to fuse the

extracted features to do the dynamic route recommendation
for vacant taxis. Specifically, a deep neural network (deep
policy network) is carefully designed to fuse the extracted
features. Then we develop an adaptive deep reinforcement
learning method to learn the deep policy network to do
better recommendation.
• Extensive experiments are conducted using data collected

from San Francisco and New York. Experiment results show
that comparing with existing methods, our method is able to
improve at least 15.8% of earning for taxi drivers and reduce
at least 29.6% of waiting time for passengers.

The rest of this paper is organized as follows. In Section 2,
e introduce the related work. Section 3 provides an overview
f our method for dynamic taxi route recommendation. Section 4
ormally defines and formulates our real-time internal and ex-
ernal spatio-temporal features. In Section 5, we design a deep
einforcement learning method to learn a carefully designed deep
olicy network to fuse the extracted features and to do the rec-
mmendation. Experiments are conducted in Section 6, followed
y the conclusion of this paper in Section 7.

. Related work

.1. Taxi route recommendation

Prior taxi route recommendation methods can be categorized
nto two groups, according to different problem definitions. The
irst group of methods [3,7,9,10] aim at recommending a detailed
oute (i.e., a sequence of road segments) to each vacant taxi. The
ethod proposed in this work belongs to this group. The second
roup of methods [4,5,11] recommend an area to a vacant taxi,
.g. a grid [4], a zone [11], or a road cluster [5]. That is, the second
roup of methods do not recommend a detailed route to a taxi.
n the future, we plan to study a variant of our method such that
t can be applied to recommend an area to a taxi, too.

More specifically, Yuan et al. [3] proposed a probabilistic
odel to do the taxi route recommendation. They extracted the
robability of vacant taxis finding new passengers on each route
rom the data in history. Then they recommended a route with
he maximal pickup probability to a vacant taxi. Besides, they
lso recommended locations to passengers such that passengers
an be picked up quickly. Qu et al. [7] firstly calculated the
et profit of each candidate route using the data in history,
nd then provided an effective algorithm to recommend routes
ith more net profit. Garg et al. [9] developed a Monte Carlo
ree Search method aiming at minimizing the vacant driving
istance for drivers. Similarly, Luo et al. [10] also proposed
taxi route recommendation method to minimize the average
acant driving distance. Rong et al. [4] proposed a Markov de-
ision process method to recommend a grid for each vacant
axi. Based on the pickup probability and rewards obtained in
istory, they learned the state value and state–action value for
ach state and each state–action pair. Then they conducted the
ecommendation using the learned state–action value. Verma
t al. [11] developed a table Q-learning method to recommend
zone to each vacant taxi. To learn the state–action q-value,

hey leveraged Monte Carlo sampling method. Likewise, they
onducted recommendation based on the learned q-value.
Despite of the different problem definitions and the different

ethods used, prior taxi route recommendation methods have a
ommon drawback. That is, when conducting recommendation,
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they do not consider real-time features in the taxi system. For
example, [3] recommends a route based on the pickup probability
of each route in history. Likewise, [7] recommends a route based
on the historical net profit of a route. Others [5,9,11] do not
directly consider any features at all. However, the real-time fea-
tures will significantly affect the recommendation performance.
Therefore, in this work we propose to consider the real-time
features (internal features and external features). To the best of
our knowledge, external features have not been considered. We
propose a deep policy network learned by deep reinforcement
learning to better fuse these features.

2.2. Taxi dispatching and taxi sharing

Besides taxi route recommendation, taxi dispatching [12–14]
and taxi sharing [15–17] can also improve taxis’ transportation
efficiency. Taxi dispatching is to select a vacant taxi to pick
up a passenger who has sent a request for riding. For exam-
ple, Zhang et al. [12] developed a combinatorial optimization
model to do the taxi dispatching such that the average driver
acceptance rate for all orders can be maximized. Xu et al. [13]
proposed to learn the state value for each hexagon grid and
then do the optimization considering the learned state value.
Taxi sharing is to select an occupied taxi to pick up a passenger
who has sent a riding request. In taxi sharing, different pas-
sengers can share one taxi. Ma et al. [15] proposed a T-share
system, which is able to do large-scale taxi sharing based on a
carefully designed spatio-temporal index. Santos et al. [16] mod-
eled the taxi-sharing problem as an optimization problem and
provided heuristic methods to maximize the number of shared
trips. Taxi dispatching and taxi sharing usually happen after a
passenger sends a riding request to online taxi platforms [12,17],
e.g. Uber, Lyft, and Didi. For online taxi platforms, taxi route
recommendation happens when there is no passenger sending
riding requests and vacant taxis need to cruise in empty before
new passengers come, especially at off-peak time. For traditional
taxi systems, passengers do not send their requests online but
call taxis by the roadside, thus taxi route recommendation is
always necessary [3,7]. In fact, taxi route recommendation, taxi
dispatching, and taxi sharing have different application scenarios
and thus can complement with each other to better enhance taxis’
transportation efficiency.

2.3. Transportation

The research on the taxi route recommendation belongs to
the transportation research in urban area. In addition, there ex-
ist many other transportation-related problems. For example,
Lee et al. [18] proposed to mine the traffic bottlenecks in the
road networks of a city using a three-phase spatio-temporal
traffic bottleneck mining model. The mining of the traffic bottle-
necks can help alleviate the traffic congestion in road networks.
Pan et al. [19] modeled the human behavior as a sequential
decision-making process, and proposed to study the dynamic hu-
man preference using inverse reinforcement learning. Using the
method, deeper analysis results for the behavior of taxi drivers
have been obtained. Yu et al. [20] proposed an effective deep
learning framework for traffic forecasting, which is able to ac-
curately predict the mid-and-long term traffic flow in a city.
The proposed framework can well fuse the spatial and temporal
correlations between data in different domains.
2.4. Deep reinforcement learning

Recent advances in deep learning [21,22] have significantly
spurred the success of deep reinforcement learning [8,23]. Many
effective deep reinforcement learning methods have been devel-
oped, such as deep Q-learning [24], deep double Q-learning [25],
dueling [26], proximal policy optimization [27], and so on. Deep
reinforcement learning has achieved excellent performance in
many decision making problems, for example, Go [28,29], robotics
[30,31], Atari 2600 games [24], early classification [32], ambu-
lance redeployment [33], energy saving [34], etc. In this work,
we design an adaptive and novel deep reinforcement learning
method to do the dynamic taxi route recommendation.

3. Overview

3.1. Preliminary

Definition 1 (Road Network). A road network is a directed road
network, denoted by G = ⟨V , E⟩, where V denotes all road
intersections (vertices) and E refers to all road segments (edges).
For each directed edge e ∈ E, it contains two vertices, i.e., e =
⟨vin, vout⟩, which means there is a directed edge from vertex vin
to vertex vout. Based on our definition, ⟨vin, vout⟩ and ⟨vout, vin⟩

are two different directed edges. Same with literature [7,9], the
dynamic taxi route recommendation problem in this work is also
defined on the road network G of a city.

Definition 2 (Request). A recommendation request req from a taxi
is a tuple, denoted by req = ⟨e, t⟩. e denotes the current located
edge of the taxi. e.vin is the vertex through which the taxi enters
the edge e and e.vout is the vertex through which the taxi will
leave the edge e. t refers to the time stamp at which the request
is sent to our backend. In this paper, for each vacant taxi, it will
continuously send its request until it picks up new passengers.
Usually, a vacant taxi has to send a few requests (i.e., a few rounds
of recommendation) before it picks up new passengers.

Definition 3 (Route). A recommendation route for a request req =
⟨e, t⟩ is a sequence of road segments (edges), denoted by r =
e1 → e2 → · · · → el (see Fig. 1(a)). That is, after a recommen-
dation request req from a taxi is sent to our taxi route recom-
mendation backend, we will return a recommendation route to
the taxi. l is the recommendation route length, i.e., the number
of road edges in r , e.g. l = 4. The edges e1, e2, . . . , el in r should
meet the following constraints:⎧⎪⎪⎪⎨⎪⎪⎪⎩

e1.vin = req.e.vout
e2.vin = e1.vout
e3.vin = e2.vout
· · ·

el.vin = el−1.vout

(1)

For a request req, we denote the entire candidate recom-
mendation routes by R(req) =

{
r1, r2, . . . , rQ

}
. Q refers to the

cardinality of R(req), and for different req, Q can be different.
Each route r ∈ R(req) satisfies the constraints (1). Besides, we
denote r∗(req) as the optimal recommendation route for request
req.

3.2. Problem definition

Dynamic taxi route recommendation problem: the dynamic
taxi route recommendation problem aims at finding the optimal
route r∗(req) from the candidate routes R(req) for each coming
recommendation request req, such that by following the rec-
ommended routes, taxis’ average vacant cruising time can be
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Fig. 2. The general framework of our dynamic taxi route recommendation.
t
t

inimized. That is, we are going to learn an effective taxi route
ecommendation policy.

Besides minimizing taxis’ vacant cruising time, there exist
ther objective functions, e.g. maximizing taxis’ pickup proba-
ility [3], maximizing taxi drivers’ profit [7], minimizing taxis’
acant cruising distance [9], etc. Although in the problem defi-
ition, our objective is to minimize the average vacant cruising
ime of taxis, the proposed recommendation method can easily
e adapted to other objective functions. In our experiments, we
et other objective functions as the metrics to measure our taxi
oute recommendation method.

.3. Framework

As presented in Fig. 2, when a recommendation request req =
e, t⟩ comes to our backend, we have three main components
o do the recommendation, i.e., Candidate Generation, Feature
xtraction, and Deep Policy Network. Below, we detail each com-
onent.
Candidate Generation is to generate all candidate recommen-

ation routes R(req) =
{
r1, r2, . . . , rQ

}
for the request req, as

hown in Fig. 2. To generate all candidate routes is easy, and we
an directly use some search algorithms in graph [35], e.g. the
opularly used breadth-first and depth-first search methods. Note
hat, for different req, Q can be different.

Feature Extraction is to extract recommendation-related fea-
ures f (rq) for each candidate recommendation route rq ∈ R(req).
s discussed before, we consider the real-time internal and ex-
ernal spatio-temporal features of a route rq, i.e.,

(rq) =
⟨
fint(rq), fext(rq)

⟩
, (2)

here fint(rq) denotes the internal features of route rq and fext(rq)
efers to rq’s external features. We formally define and formulate
he real-time internal and external spatio-temporal features in
ection 4.
Deep Policy Network (learned with Deep Reinforcement

earning) maps each candidate route rq’s features f (rq) to the
core s(rq) of each route rq, that is,

(rq) = h
(
f (rq); θ

)
, (3)

here h denotes the nonlinear mapping of the deep policy net-
ork from a route rq’s features f (rq) to the score s(rq) of the route

q. The θ refers to the parameters in the deep policy network. The
etwork structure is detailed in Fig. 6 in Section 5. That is, we
rovide a deep policy network with a carefully designed structure
o fuse the real-time internal and external features. Next, based
n the obtained score s(rq) of each route rq, we can calculate
he probability p(rq) of recommending each route rq using the
oftmax function:

(rq) =
exp

(
s(rq)

)∑Q ( ) . (4)

q′=1 exp s(rq′ )
Fig. 3. Internal features fint(r) of r = e1 → e2 → e3 → e4 .

Finally, we recommend route r∗(req) to the vacant taxi according
o each route rq’s recommendation probability p(rq). The larger
he score s(rq), the higher probability rq is recommended. To
learn an optimal deep policy network, we will design a deep
reinforcement learning method in Section 5.

4. Feature extraction

4.1. Real-time internal spatio-temporal features

For each candidate route r = e1 → e2 → · · · → el ∈ R(req) of
a request req, we expect the real-time internal features fint(r) can
reflect the real-time pickup probability on r . Clearly, the pickup
probability on r is related with the pickup probability on r ’s
edges e1, e2, . . . , el. Thus, we first consider each edge ei’s real-
time pickup probability, and we propose to consider the following
pickup probability-related features for each edge ei:

1. Estimated number of current waiting passengers at this
edge, ei.#wp.

2. Number of current vacant taxis at this edge, ei.#vt .
3. Estimated number of net coming passengers at this edge in

the next time period (e.g. next half an hour), ei.#np+.

These features will be detailed later. Obviously, more waiting
passengers, less vacant taxis, and more net coming passengers
will lead to higher pickup probability on edge ei.

Then, we can define a route r ’s real-time internal features
fint(r) as the concatenation of features on e1, e2, . . . , el ∈ r , i.e.,

fint(r) =

⎡⎢⎣ e1.#wp e1.#vt e1.#np+
e2.#wp e2.#vt e2.#np+
· · · · · · · · ·

el.#wp el.#vt el.#np+

⎤⎥⎦ . (5)

Fig. 3 is an example of the internal features of a route r = e1 →
e2 → e3 → e4, where l = 4. Apparently, for a vacant taxi, we
expect to recommend it a route r with more waiting passengers
(i.e., larger e1.#wp, . . . , el.#wp), less vacant taxis (i.e., smaller
e1.#vt, . . . , el.#vt), and more coming net passengers (i.e., larger
e1.#np+, . . . , el.#np+). Below, we formulate these features in de-
tail.
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4.1.1. ei.#wp
The number of current waiting passengers on edge ei is un-

known and should be estimated. We propose to utilize two values
to represent ei.#wp, one as the estimated number of arrived pas-
sengers in the last time period (e.g. the last half an hour), denoted
by ei.#ap−, the other as the number of passengers picked up in
the last time period, denoted by ei.#pp−. ei.#pp− is a knowable
alue. Then, the number of current waiting passengers is the
umber of arrived passengers minus the number of passengers
icked up in the last time period. That is, ei.#wp is

ei.#wp = ei.#ap− − ei.#pp−. (6)

To estimate the number ei.#ap− of arrived passengers at
an edge ei, many existing time series estimation methods can
be used, e.g. autoregressive integrated moving average (ARIMA)
models [36], linear regression models [37], deep neural net-
works [38–40], etc. Since the focus of this work is not on the
estimation method, we learn an ARIMA model to do the estima-
tion, which is effective, easy to implement, and widely used in
prior literature [36].

4.1.2. ei.#vt
The number of vacant taxis at edge ei is a knowable value

ince all taxis are equipped with wireless sensors, probing their
eal-time GPS locations and status (occupied or vacant). Thus, we
an know the real-time number of vacant taxis at each edge. By
onsidering this feature, all vacant taxis can be cooperated to do
etter recommendation. For example, if the edge ei has enough

vacant taxis, we will not recommend a route covering this edge
to new vacant taxis. We can also avoid recommending the same
route to many vacant taxis.

4.1.3. ei.#np+
The estimated number of net coming passengers in next time

period at edge ei is

ei.#np+ = ei.#ap+ − ei.#dt+, (7)

where ei.#ap+ is the estimated number of arriving passengers at
edge ei in next time period, and ei.#dt+ refers to the estimated
number of taxis that will drop passengers at edge ei in next
time period. Thus ei.#np+ can reflect the future riding demand of
passengers at edge ei, i.e., the future pickup probability of edge
ei. The bigger the ei.#np+, the higher probability of a taxi picking
up a passenger in ei. We also learn an ARIMA model to estimate
i.#ap+ and ei.#dt+.

.2. Real-time external spatio-temporal features

As discussed before, the external features fext(r) of a route r are
o reflect the easiness degree of a vacant taxi picking up passen-
ers in the future after it reaches the end of the recommended
oute r . Thus, we propose to consider the features nearby the
nd of route r = e1 → · · · → el, i.e., nearby the vertex el.vout.

Formally, we consider the features in grids surrounding el.vout. A
city can be segmented into many grids, each one of which has
the same size (e.g. 300 m×300 m). For example, as shown in
Fig. 4, el.vout is in grid gij, and we consider grid gij’s k orders of
surrounding grids, k = 0, 1, 2, respectively. We denote G(r) as
the surrounding grids of a route r ’s end.

Same with the real-time features considered in each edge, for
each grid gi′j′ ∈ G(r), we consider the following features:

1. Estimated number of current waiting passengers in this
grid, gi′j′ .#wp.

2. Number of current vacant taxis in this grid, g ′ ′ .#vt .
i j
Fig. 4. Surrounding grids G(r) of route r ’s end, k = 0, 1, 2.

Fig. 5. External features fext(r), k = 1.

3. Estimated number of net coming passengers in next time
period in this grid, gi′j′ .#np+.

Clearly, these features also reflect the grid gi′j′ ’s real-time and
future pickup probability. Thus, if the surrounding grids of a route
r ’s end have higher pickup probabilities, after a taxi reaches route
r ’s end, it can easily find passengers in the future.

Formally, the real-time external features fext(r) of a route r are
defined as the concatenation of features in each grid gi′j′ ∈ G(r).
Fig. 5 shows a route r ’s external features fext(r) considering k = 1
order of surrounding grids being considered.

5. Deep reinforcement learning

In this section, we first introduce the structure of the proposed
deep policy network. Then, we detail how to use deep reinforce-
ment learning to learn the deep policy network to better fuse the
extracted features and to do better recommendation.

5.1. Deep policy network

To better fuse the proposed real-time internal and external
spatio-temporal features, we propose a deep neural network as
the policy network, as demonstrated in Fig. 6. The input of the
deep policy network includes the internal and external features of
a route r , i.e., the upper left part of Fig. 6. The output is the score
f the route, i.e., the s(r) at the bottom of Fig. 6. The structure of
he policy network is comprised of the following components.
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Fig. 6. The deep policy network: f (r) ↦→ s(r) = h (f (r); θ).

Flattening. Firstly, we transform the internal features fint(r)
rom a matrix Eq. (5) to a flattened layer.

Aggregation. For each grid gi′j′ ∈ G(r), it has three features
i′j′ .#wp, gi′j′ .#vt , and gi′j′ .#np+. Since the three features reflect
he real-time and future pickup probability (i.e., riding demand)
n grid gi′j′ , we can aggregate them as one:

i′j′ .#demand = (gi′j′ .#wp− gi′j′ .#vt)+ γ × gi′j′ .#np+. (8)

gi′j′ .#wp − gi′j′ .#vt) indicates grid gi′j′ ’s current riding demand,
while gi′j′ .#np+ indicates the future demand. γ is a discount rate
of future demand to current demand, and usually γ ∈ [0, 1]. After
aggregation, for each grid gi′j′ ∈ G(r), as shown at the top right
of Fig. 6, it contains only one feature gi′j′ .#demand, indicating
passengers’ riding demand (pickup probability) in gi′j′ .

Max pooling. For each order of surrounding grids, we conduct
max pooling operation. The bottom left corner of Fig. 6 shows
the max pooling operation on the riding demand of the 1st-order
rids. Max pooling can reduce the number of parameters needed
o learn and in the meantime can avoid over-fitting [21]. For sur-
ounding grids of the same order, the maximum demand is kept.
fter max pooling, we have k values, indicating the maximum
iding demand of surrounding grids in each order (k orders).

Concatenation. The flattened internal features and k orders of
urrounding grids’ maximum riding demand are concatenated.
Fully connected. Two fully connected layers are then added

o map the concatenated features into the score s(r) of route r .
fter the first fully connected layer, a Tanh activation function is
pplied to conduct nonlinear mapping [21].

.2. Learning deep policy network

To learn the parameters θ in the deep policy network (Fig. 6),
e first model the dynamic taxi route recommendation as a
einforcement learning task [8,41]. Then, we learn the deep policy
etwork using policy gradient [42].

.2.1. Reinforcement learning task
Reinforcement learning deals with sequential decision-making

roblems in decision-making systems [8,41]. The basic frame-
ork of reinforcement learning can be modeled as Fig. 7, in
 r
Fig. 7. Reinforcement learning framework.

which an agent interacts with the environment. More specifically,
based on the current state stat of the environment, the agent
makes an action act t according to the policy πθ . The θ in πθ is
the parameters, mapping the state–action pair (stat , act) into a
probability of taking action act . In this work, the θ in πθ is the θ
in our deep policy network (see Fig. 6). Then, the agent obtains
an instant reward rewt and the state of the environment evolves,
becoming stat+1. The goal of reinforcement learning is to learn
an optimal policy πθ , i.e., an optimal policy network in this work,
such that by following the policy πθ , the agent can obtain more
rewards.

The dynamic taxi route recommendation problem can be mod-
eled as a reinforcement learning task. The agent in reinforcement
learning is a taxi in our taxi route recommendation problemwhile
the environment is a taxi system in a city. Each taxi in the taxi
system shares the same policy πθ , i.e., the same policy network
in Fig. 6.

State. When a taxi sends a request req for recommendation,
we need to obtain the current state stat in the environment. The
state stat includes all information in the current environment,
e.g. the current recommendation request req, the current status
of each taxi, the current status of passengers, and so on. Thus, stat
can be denoted by

stat = (req, STATUSTAXIS, STATUSPASSENGERS, . . .) . (9)

Action. The action act t is a potential recommendation route rq
for the current request req, i.e.,

act t ∈ R(req), (10)

where R(req) is the set of all possible candidate recommendation
routes for the current request req.

State–action pair. For each state–action pair (stat , act t ), we
need to extract corresponding features, denoted by φ(stat , act t ),
based on which policy πθ calculates the probability of taking
action act t . As in Section 4, for each possible action actt = rq, we
extract route rq’s real-time internal and external features, i.e.,

φ(stat , act t = rq) = f (rq) = ⟨fint(rq), fext(rq)⟩. (11)

Policy. The policy πθ (stat , act t ) is to output probability of
taking each action act t = rq ∈ R(req), based on the extracted
feature f (rq) of state–action pair (stat , act t = rq).

Actually, πθ (stat , act t ) is exactly the recommendation method
introduced in Fig. 2. It first calculates the score s(rq) = h

(
f (rq); θ

)
for each possible action (route) actt = rq. Then, a softmax function
is applied to obtain the probability of each action. That is, as
Eq. (4) shows,

πθ (stat , act t = rq) = p(rq) =
exp

(
h
(
f (rq); θ

))∑Q
q′=1 exp

(
h
(
f (rq′ ); θ

)) . (12)

= |R(req)| is the number of candidate recommendation routes
or the current request req, which could be different for different
eq.
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Fig. 8. State transition: an example.

Fig. 9. Long-term reward: an example.

State transition. After a taxi takes an action act t at state stat ,
the state evolves to next state stat+1, when there comes another
taxi sending a new recommendation request. For example, as
shown in Fig. 8, the current state is stat where taxi 2 sends a
request for recommendation at 08:25 am. After taxi 2 takes an
action, when next taxi (taxi 3) requires recommendation at 08:26
am, the state evolves to next state stat+1.

Reward. In this work, we directly define the long-term reward
of a taxi taking action act t at state stat , denoted by Rew(stat , actt ).
The long-term reward of a state–action pair will be used during
the learning of policy πθ . Formally, Rew(stat , actt ) is defined as
the time interval between now and the time when the taxi
succeeds in picking up a passenger. In math, it is

Rew(stat , actt ) = −
(
timepickup − timet

)
, (13)

where timet denotes the time stamp of the current state stat and
timepickup denotes the time stamp at which the taxi successfully
picks up a passenger. For example, as shown in Fig. 9, taxi 1 takes
action actt0 at state stat0 at 08:23 am, action actt1 at state stat1 at
08:28 am, action actt2 at state stat2 at 08:35 am, and successfully
picks up a passenger in route actt2 at 08:38 am. Then, we can
obtain the long-term reward for each state–action pair, i.e., (see
Fig. 9) Rew(stat0, actt0) = −15, Rew(stat1, actt1) = −10, and
Rew(stat2, actt2) = −3. It should be noted that usually t1 ̸= t0+1.
For the same taxi 1 in Fig. 8, t0 = t − 1 while t1 = t + 2.

5.2.2. Policy gradient
The objective of a reinforcement learning task is to learn an

optimal policy πθ (i.e., an optimal deep policy network) such that
given any state sta, by taking actions following policy πθ , taxis can
obtain most long-term rewards (quickly pick up new passengers).
Formally, it is

max
θ

J(θ ) = Esta∼πθ

[
Rew(sta)

]
, (14)

here Rew(sta) denotes the expected long-term rewards that a
vacant taxi can obtain at state sta by taking actions following
policy πθ [8]. sta ∼ πθ denotes sta is sampled by following πθ .

To learn the optimal θ , we leverage a policy gradient algorithm
called REINFORCE [42], which has been widely used in sequential
decision-making problems [8,41]. The algorithm is demonstrated
in Algorithm 1. The parameters θ in our policy network are
first randomly initialized. Then, we continue updating θ until
θ converges, i.e., the objective function J(θ ) is maximized. The
update process further consists of three steps.

First, Monte-Carlo sampling is used to sample state–action
pairs (stat , actt ) and corresponding long-term rewards Rew(stat ,
actt ). Specifically, given an initial state sta0, we use policy πθ

(with the current θ ) to select an action act0. And then the state
becomes sta according to the environment, and likewise action
1
Algorithm 1: Learning θ with REINFORCE
θ ← random initialization;
hile θ not converge do
MC-sampling: state–action pairs and rewards;
calculate: gradient ∇θ J(θ ) (Eq. (15));
update: θ ← θ + α · ∇θ J(θ );

nd
eturn θ ;

act1 is selected still using πθ . The sampling is repeated until
a predefined number T of state–action pairs and rewards are
obtained.

Second, we calculate the gradient of J(θ ) to θ , i.e., ∇θ J(θ ). Based
on [8,42], it is

∇θ J(θ ) = E(sta,act)∼πθ

[
(∇θ logπθ (sta, act)) · Rew(sta, act)

]
,

here Rew(sta, act) denotes the expected long-term rewards of
state–action pair (sta, act) by following policy πθ [8]. Rew(sta, act)
is an specific instance of Rew(sta, act). Thus [42], using the sam-
pled state–action pairs and rewards, ∇θ J(θ ) is

∇θ J(θ ) ≈
1
T

T−1∑
t=0

[(∇θ logπθ (stat , actt )) · Rew(stat , actt )] . (15)

Third, after having the gradient ∇θ J(θ ), we can update θ :

θ ← θ + α · ∇θ J(θ ), (16)

where α is learning rate, e.g. α = 0.001.

6. Evaluation

6.1. Dataset

To evaluate our dynamic taxi route recommendation method,
we use open data in real world collected from San Francisco
and New York. The taxi data used is publicly available from San
Francisco [43] and New York [1]. The map data of the two cities
is collected from OpenStreetMap [44].

6.1.1. Taxi data
San Francisco [43]. The taxi data in San Francisco contains GPS

trajectory records of 536 taxis, collected from May 17, 2008 to
June 10, 2008. In total, there exist 11,219,955 GPS points. Each
GPS point is comprised of four elements (latitude, longitude, sta-
tus, timestamp). The status denotes whether a taxi is occupied or
vacant, from which we can extract the time stamps and locations
of passengers being picked up and being dropped off. From taxis’
GPS trajectories, we extract 414,381 passenger trips in the Bay
Area of San Francisco.

New York [1]. New York has opened passengers’ trip data. We
collect 3 months of trip data from March 2015 to May 2015. Each
passenger trip consists of much detailed information, e.g. the ori-
gin (latitude, longitude), destination (latitude, longitude), pickup
time, drop-off time, and fare of a passenger. Thus we can also
know passengers’ information. In this work, we consider the trip
data of yellow taxis in Manhattan, where we collect 32,638,971
passenger trips (354,771 trips per day).

6.1.2. Map data
The map data of New York and San Francisco are both obtained

from OpenStreetMap [44]. For the Bay Area in San Francisco, after
data cleaning and filtering, we obtain 3,087 vertices and 5,648
edges. For the Manhattan Area in New York, we obtain 5,118

vertices and 7,843 edges.
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6.2. Experiment settings

In this work, we use the first 2/3 of data to learn the pa-
rameters of the deep policy network via deep reinforcement
learning. The rest 1/3 of data is used to evaluate the learned policy
network. Similar to prior literature [3,4,7,9,11,45], we also apply
a simulated taxi system to do the evaluation. In our simulator,
the time stamps and locations of coming passengers are identical
to those in the collected real-world passenger trip data. For San
Francisco, the number of taxis is set as 536 (same with the real-
world dataset), while 10,000 taxis are used in New York. Taxis
are randomly distributed initially. If a taxi is vacant, we will
recommend a route for it. If the taxi does not find any waiting
passengers after reaching the end of the recommended route,
we will recommend a new route to it. The travel time of taxis
is given by the simulator, based on the travel distance and the
speed limit of each road segment. Our method is realized in C++
(for simulation) and Python (for learning deep policy network).
Experiments are conducted on a server with 2.60 GHz Intel(R)
Xeon(R) CPU and 126 GB.

6.3. Baselines

To evaluate our dynamic taxi route recommendation method,
we compare it with the following baseline methods.

• MPP [3]. This method recommends a route with the maxi-
mum pickup probability to a vacant taxi. The pickup proba-
bility of each edge is estimated using the historical average,
not the real-time pickup probability of an edge.
• MNP [7]. This method recommends a route with the maxi-

mum net profit, where similarly the net profit of an edge is
also obtained from historical data.
• PCD [10]. This method recommends a route with the mini-

mal potential cruising distance. Each candidate recommen-
dation route’s potential cruising distance is learned from
historical data, too.
• MDM [9]. This method recommends a route aiming at min-

imizing the vacant cruising distance of a taxi, using Monte
Carlo tree search. MDM [9] is the most state-of-the-art.
• TQL [11]. This method provides a table Q-learning method

to do the taxi route recommendation. Monte Carlo sam-
pling methods are used to learn the table q-value of each
state–action pair [8].

6.4. Metrics

Following the metric proposed in [9], we also use the improve-
ment ratio of our recommendation method over baseline meth-
ods as our evaluation metrics. The difference is that we consider
more metrics to do the evaluation more carefully. Specifically, we
apply the following four metrics.

Improvement ratio of taxi drivers’ average earning. For
each baseline method (denoted by basl), the improvement of taxi
drivers’ earnings using our deep reinforcement learning-based
recommendation method (denoted by DRL) over basl is defined
s

mproveEarnbasl =
EarnDRL − Earnbasl

Earnbasl
. (17)

EarnDRL and Earnbasl denote the taxi drivers’ average earnings
using our method and each baseline method basl ∈ [MPP,MNP,
MDM,QL], respectively.

Improvement ratio of taxis’ average vacant cruising time:

ImproveVCTbasl =
VCTbasl − VCTDRL

. (18)

VCTbasl
Table 1
Improvement ratios of our method over baselines. Our method: l = 4, k = 2.
Method SF dataset NY dataset

Earn VCT WT #PP30 Earn VCT WT #PP30

MPP 2.238 0.177 0.548 2.479 1.303 0.226 0.727 1.310
MNP 0.581 0.105 0.444 0.620 1.030 0.207 0.714 1.040
PCD 2.017 0.171 0.544 2.162 1.162 0.217 0.722 1.163
MDM 5.549 0.204 0.556 5.966 0.428 0.137 0.634 0.427
TQL 0.344 0.067 0.296 0.300 0.158 0.068 0.491 0.159

VCTDRL and VCTbasl denote taxis’ vacant cruising time using our
method and baseline method basl, respectively.

Improvement ratio of passengers’ average waiting time:

mproveWT
basl =

WTbasl −WTDRL
WTbasl

. (19)

TDRL and WTbasl denote passengers’ average waiting time using
ur method and baseline method basl, respectively.
Improvement ratio of passengers being picked up in 30
inutes:

mprove#PP30basl =
#PP30basl − #PP30DRL

#PP30basl
. (20)

PP30DRL and #PP30basl denote the number of passengers being
picked up in 30 min using our method and baseline method basl,
espectively.

.5. Effectiveness

The improvement ratios of our taxi route recommendation
ethod over baseline methods are presented in Fig. 10 and Ta-
le 1. As shown in Figs. 10(a) and 10(e), the improvement ratios of
axi drivers’ average earning using our method over baselines are
t least 34.4% (over TQL) and 15.8% (over TQL) in San Francisco
nd New York, respectively. In terms of taxis’ average vacant
ruising time (see Figs. 10(b) and 10(f)), our method can reduce
t least 6.7% and 6.8% of average vacant cruising time for taxis
n two cities, respectively. Similarly, for passengers, our method
an reduce at least 29.6% and 49.1% of average waiting time
or each passenger as shown in Figs. 10(c) and 10(g). The ratio
f passengers being picked up in 30 min is also significantly
mproved, i.e., 30% and 15.9% in Figs. 10(d) and 10(h), respec-
ively. Based on these results, we can safely conclude that our
ethod can significantly improve the transportation efficiency of

axis, increasing taxi drivers’ earnings and reducing passengers’
aiting time. The good performance of our method can be at-
ributed to two reasons. First, just as discussed in Introduction,
e consider more realistic and useful features, i.e., the real-time

nternal and external spatio-temporal features. Second, to better
use these features, we design a deep policy network learned by
eep reinforcement learning.

.6. Comparisons between different deep reinforcement learning
ethods

In this work, the proposed deep reinforcement learning
ethod is a REINFORCE policy-based method (see Algorithm
). To demonstrate its performance, we compare it with the
ther two deep reinforcement learning methods, Proximal Policy
ptimization (PPO) [27] and Deep Q-Learning (DQN) [23,24].
PO is also a policy-based method, while DQN is a value-based
ethod [8]. To make fair comparisons, the settings of the PPO and
QN are the same with the setting of our REINFORCE. Specifically,
e use the same features (i.e., the real-time internal and external
patio-temporal features) for both PPO and DQN. The network
tructures of the PPO and DQN are also the one in Fig. 6. The
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Fig. 10. The improvement ratios of our method over baseline methods. Our method: l = 4, k = 2 .
able 2
he improvement ratios of REINFORCE, PPO and DQN over baseline TQL.
Method SF dataset NY dataset

Earn VCT WT #PP30 Earn VCT WT #PP30

REINFORCE 0.344 0.067 0.296 0.300 0.158 0.068 0.491 0.159
PPO 0.333 0.066 0.312 0.302 0.158 0.068 0.457 0.158
DQN 0.194 0.032 0.178 0.151 0.022 0.009 0.053 0.023

learning rates for PPO and DQN are also set as 0.001. The Monte
Carlo sampling method is also used in the DQN, in which the Q-
network is to estimate the long-term reward of each state–action
pair. Experimental results are demonstrated in Fig. 11 and Table 2.

As shown in the results, both the REINFORCE and the PPO have
ignificant improvement ratios over the baseline TQL method.
ote that the TQL method performs the best among all baselines
see Table 1), thus we calculate the improvement ratios over the
QL. Besides, the REINFORCE and the PPO achieve much better
erformance than the DQN. Thus, the policy-based RL method
s more suitable than the value-based RL method in this taxi
oute recommendation problem. This could be due to that the taxi
ystem has high uncertainty and randomness, such as the coming
assengers (time stamps and locations), the traffic conditions, and
o on. It makes the Q-network in the DQN hard to accurately
redict the long-term reward of an action. In addition, many
actions may have near-maximal long-term rewards, making the
prediction more difficult. These make the DQN cannot perform
well in the taxi route recommendation problem. In fact, existing
studies have shown that DQN performs poorly even in simple
problems [27,46,47].

6.7. Discussion on parameters l and k

Fig. 12(a) presents the performance of our method under
different recommendation route lengths l. The experiment is con-
ducted in SF data and we demonstrate the improvement ratios
of our method over TQL method. Clearly, with the increase of
recommendation route length l, the performance of our method
also increases. This is due to that with a longer recommendation
route, more candidate routes will be generated, and our method
is more likely to recommend a better route to a vacant taxi.

Likewise, Fig. 12(b) discusses the situation where our method
considers different orders of surrounding grids k. As the fig-
ure demonstrates, considering more orders of surrounding grids
results in better recommendation results. This is due to that
with more orders of surrounding grids under consideration, our
method can know a route’s pickup easiness in a longer future.
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Fig. 11. Improvement ratios of REINFORCE, PPO and DQN over baseline TQL.
Fig. 12. (a) Different recommendation route lengths l. k = 2. (b) Considering different orders of surrounding grids k. l = 4. (c) Running time of our method with
different k and l (in milliseconds).
6.8. Running time analysis

The box plot in Fig. 12(c) presents the running time needed
for our method to conduct one route recommendation for a
vacant taxi. It shows that our method spends less than 57 ms on
average for all settings. With the increases of l and k, our method
requires more running time, since for bigger l and k there are
more candidate recommendation routes to consider and more
features to extract. Fortunately, even under l = 4 and k = 4,
our method is still highly efficient (using ∼57 ms on average and
∼148 ms at most). Therefore, with the larger l and k, on one
hand the performance of our method will be better, on the other
hand the running will become slower. Fortunately, our method
can easily run in parallel, since each candidate recommendation
route’s score can be computed independently (Fig. 6) and thus can
be computed in parallel. Hence, the more computing resources
that a taxi system owner has, the larger l and k can be set,
and the better performance can be obtained. In fact, even when
l and k are small (e.g. l = 4 and k = 2) and without parallel
computing, the performance of our method has already largely
defeated baselines (Fig. 10), and the running time is undoubtedly
acceptable (Fig. 12(c)). Thus, our method is highly efficient and
taxi system owners can select proper parameters for l and k based
on the computing resources they have and the performance they
expect.

7. Conclusion and future work

In this paper, we designed an adaptive deep reinforcement
learning method to fuse the spatio-temporal features to do the
dynamic taxi route recommendation. Real-time internal and ex-
ternal spatio-temporal features are formally formulated and ex-
tracted. With our method, the transportation efficiency of taxis
can be significantly improved. Specifically, comparing with the
state-of-the-arts, our method is able to reduce at least 29.6% of
average waiting time for passengers and increase at least 15.8%
of average earning for taxi drivers. In the future, we are inter-
ested in the joint optimization of taxi route recommendation,
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taxi dispatching, and taxi sharing, such that taxis’ transportation
efficiency can be jointly improved. In particular, we expect to
study how to use deep reinforcement learning to do the joint
optimization.
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