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A B S T R A C T
Optimization is the process of finding and comparing feasible solutions and adopting th
one until no better solution can be found. Because solving real-world problems often in
simulations and multiobjective optimization, the results and solutions of these proble
conceptually different from those of single-objective problems. In single-objective opt
tion problems, the global optimal solution is the solution that yields the optimal value
objective function. However, for multiobjective optimization problems, the optimal so
are Pareto-optimal solutions produced by balancing multiple objective functions. The
gic variables calculated in multiobjective problems produce different effects on the m
imbalance and the search redundancy in the search space. Therefore, this paper propose
ness landscape ruggedness multiobjective differential evolution (LRMODE) algorithm
reinforcement learning strategy. The proposed algorithm analyses the ruggedness of land
using information entropy to estimate whether the local landscape has a unimodal or mult
topology and then combines the outcome with a reinforcement learning strategy to determ
optimal probability distribution of the algorithm’s search strategy set. The experimental
show that this novel algorithm can ameliorate the problem of search redundancy and search
mapping imbalances, effectively improving the convergence of the search algorithm dur
optimization process.

troduction
hen a problem has more than one objective function that needs to be evaluated at the same time, we c
ti-objective optimization problem (MOP)[1]. There are large differences between MOPs and single-obje
ization problems. For example, it is usually difficult to determine the objective function in the multi-obje
ization process. When the performance of one target improves, the performance of another target may dim
fore, a compromise method is generally used in multiobjective algorithm solutions to make all the objec
the best compromise and obtain a set of approximate optimal solutions. The set of optimal solutions for mu

problems is called the Pareto-optimal front (PF). It is much more difficult to solve MOPs than single-obje
ization problems. The process can be visualized from two aspects. One is convergence; the solution shou
se to the real PF of the problem as possible. The other is the distribution of the obtained approximate sol
hich should be evenly distributed along the PFthat is, it should reflect the diversity of the solution distribut
multiobjective evolutionary algorithm (MOEA) is a type of global probability optimization heuristic s
d formed by imitating the mechanism of biological evolution. MOEAs underwent rapid development in the
. An MOEA starts with a set of initial populations and performs evolutionary operations on the population,
ction, crossover and mutation. Through multiple generations of evolution, better individuals can be continu
ed, and they gradually approach the Pareto boundary of MOPs. An MOEA can process a group of pot
ns in parallel and it is insensitive to the shape and continuity of the Pareto front of the problem.

oblems with more than three objective functions are called many-objective optimization problems (MaOP
ared with MOPs, MaOPs require more objective functions to be processed, and it is more difficult to eva
ness of the individuals. Moreover, the time complexity of MaOPs increases exponentially as the numb
ives increases, making it more difficult to maintain a uniform distribution of the solution set[3].
orresponding author
mail address: liwei@jxust.edu.cn (Wei Li).
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tness landscape theory was proposed by Wright[4] and applied to the optimization dynamics of biological
. The study of the fitness landscape is an important topic of evolutionary computation. Influenced by biolo
ion, researchers began to study the fitness landscape early in the field of evolutionary computation, wit
understand how evolutionary algorithms behave and to improve the solutions of optimization problems.
landscape can reveal the relationship between the search solution space and individual fitness using featu
dscape information, which regards evolutionary optimization as an adaptive random walk a process on a t
sional landscape that can be visualized as ridges, canyons, and basins. When the search space is regarded
ape, the evolutionary algorithm can be understood as a process of surveying the landscape to locate its hi
The fitness landscape is constructed by mapping from a set of genotypes and can be considered as indicatin
t" of the entire genotype. In other words, the fitness involved in the fitness landscape is an orthogonal pr

f the value of a genotype attribute. However, the search strategy of an evolutionary algorithm is to decod
pe into a phenotype with high fitness. The fitness landscape can be considered a useful metaphor to describ

ior of evolutionary algorithms during the solution process of optimization problems. The fitness landscap
tool that conveys geometric meaning and can be used to evaluate population characteristics as they change
These changes are achieved by mapping one genotype to another. Many studies and discussions of the fi
ape topology have been published, including one in which the topology of the fitness landscape is relat
timization problem of evolutionary computation. This concept of a problem-oriented fitness landscape has
analyzed, especially for combinatorial optimization problems such as the traveling salesman problem (TSP
segmentation[6], the graph coloring problem[7], the quadratic assignment problem[8], MAX-SA[9], an

ack problem[10]. Although the main focus of such studies is to investigate how to provide the most effe
ation to solve evolutionary computation problems, the experimental results of some optimization problem
e visualizations of the features of various fitness landscape topologies. For example, in the symmetric
m, the travel cost from point i to point j is the same as that from point j to point i, and the corresponding fi
ape topology is quite smooth. In comparison, the fitness landscape presented by the asymmetric TSP pro
e rough. For the quadratic assignment problem, experiments show that a significant neutrality degree of fi
ape topography can be obtained. For continuous real-valued problems, similar numerical results can be obt
ing fitness landscape topography among widely used benchmarks[11, 12].
increasing number of researchers have turned their attention to the performance of evolutionary search

. According to the research on fitness landscape methodology, the fitness landscape of an optimization pro
ly presents rich feature information such as local fitness, distance correlation, and landscape ruggednes
so reflect the topological structure of the optimal solution from different perspectives, such as optimal sol
ution, the number of solutions, and the local unimodal and multimodal topology. Although most studi
landscapes are based on typical classic single-objective optimization problems, many attributes of fitness
have been directly promoted in multiobjective fields[13]. Because MOPs introduce search algorithm an

ilization of additional features, this paper uses the fitness landscape fusion method to study the character
ltiobjective optimization for a given problem.
ithin the scope of evolutionary algorithms, landscape ruggedness is often used to describe the frequen
es, which appear as undulating ruggedness in local fitness landscapes. For the problem at hand, land
dness provides a measure of the number and distribution of local optimal solutions. When the fitness value
ding to adjacent solutions in the search space are significantly different, the fitness landscape topology stru
ts as a rough landscape; conversely, the opposite case results in a flat landscape similar to a basin. There
ape ruggedness is closely related to changes in the fitness values of optimization problems[14].
inforcement learning is a model for learning sequential decision tasks in which individual agents are reinf

imize their behaviors through repeated trials[15]. In some challenging cases, the actions taken by reinforce
ng agents may not only affect the immediate reward but also have continuous delayed rewards in subse
ons. Therefore, trial and error optimization and delayed reward are considered to be the two most signi
es of reinforcement learning.
nerally, the decision task of reinforcement learning can be expressed as a Markov decision process comp
t of states, a set of behaviors, a reward function and a transfer function. In reinforcement learning, agents
h interactions with their dynamic environment[16]. At each time step, the agents acquire the complete
ation regarding their environment and take actions, thereby transforming the current environment into a

The agents receive a scaled reward as a signal by which they can evaluate the performance of this transform
s. This feedback mechanism requires less information than supervised learning, and the agents can take
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d actions[17, 18]. Note that during the behavior optimization process of reinforcement learning agent
off between exploration and utilization of state-behavior strategies is highly important. In reinforcement lear
rs must use what they have learned to maximize the rewards of their current state and must also explore
ioral strategies to select better actions in the future. To solve the learning problems of reinforcement lea
ctical environments, various novel algorithms have been proposed, such as learning methods based on dyn
mming[21, 20], model-free learning methods based on online estimation functions[19], and learning me
model-based techniques[22]. Most reinforcement learning algorithms are derived from a Q-learning mode
thm[17], such as those proposed in [23, 24]. The state-behavior-reward-state-behavior algorithm can be us
high-dimensional continuous state space problems when it knows the first few steps after the dominant beh
inforcement learning has gained widespread popularity over the past few decades, and a number of lea
ds have been proposed to establish independent autonomous agents, such as direct strategy search[25],
nce[26], and Monte Carlo[27], that have achieved remarkable success in various practical applications. How
methods often require large amounts of empirical data and consume excessive amounts of exploration tim
plish successful learning. In terms of the efficiency aspect of problem solving, reinforcement learning some

performs, rendering it unsuitable for dealing with many complex problem areas. Therefore, domain expertis
s forms of knowledge are used in many current studies on reinforcement learning to improve learning effici
posing tasks into a set of subtasks[28], high-level abstract behavioral learning[29, 30] and value func

cted in a given state space[17, 31] are included in the typical research along this direction, allowing the lea
ences of reinforcement learning agents to be promoted more effectively.
novel algorithm known as fitness landscape ruggedness multiobjective differential evolution with a reinforce
ng strategy (LRMODE) is proposed in this paper to address MOPs. The main contributions of the prop

DE are summarized as follows.
Information entropy is used to analyze the ruggedness of landscapes to estimate the landscape topology of M
A reinforcement learning technique is incorporated into LRMODE to determine the optimal probability d
bution of the algorithm’s search strategy set.
This paper proposed a novel multiobjective differential evolution algorithm, and the optimization perform
of LRMODE are evaluated with ZDT and DTLZ instances. Experimental results indicate that the prop
algorithm can effectively improve the convergence and is highly competitive.
e remainder of this paper is organized as follows. Section 2 introduces the theoretical knowledge regarding m
ive evolutionary algorithms, fitness landscape ruggedness and reinforcement learning. Our proposed LRM
thm is described in detail in Section 3. Numerical tests and experiments using the LRMODE algorithm
ed in Section 4. Finally, Section 5 provides conclusions and summarizes the directions for future research

ackground and Motivation
ultiobjective optimization problems

ithout loss of generality, an MOP can be expressed as follows.
𝑀𝑖𝑛 F(x) = (𝑓1(𝑥), 𝑓2(𝑥),⋯, 𝑓𝑚(𝑥))
𝑥 = (𝑥1, 𝑥2,⋯, x𝑑) ∈ Ω is a d-dimensional decision vector bounded in the decision space Ω, m is the nu

ective functions and all objectives conflict with each other in general. A solution x is said to dominate an
n y, noted as x ≺ y, if and only if ∀ i∈1, 2, ⋯, M, 𝑓𝑖(𝑥) ≤ 𝑓𝑖(𝑦) and ∃ j∈1, 2, ⋯, M, 𝑓𝑖(𝑥) < 𝑓𝑖(𝑦). If there
n x dominated by any other solution y, x is considered to be the Pareto-optimal solution. The set of all Pa

al solutions is called the Pareto-optimal solution set (PS). The goal of addressing the multi-objective optimiz
m is to obtain a set of equally distributed Pareto dominance solutions.

ultiobjective evolutionary algorithms
search into multiobjective evolutionary algorithms started late and is still undergoing rapid development
t MOP can be traced back to 1772, when Franklin raised the problem of conflicting multiple goals. How
cholars believe that the MOP was first proposed by the French economist V. Pareto in 1896[32], who summa
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notable problems as MOPs. In 1951, T. C. Koopmans formed an MOP for production activities and propose
tant concept of multiobjective Pareto-optimal solutions (noninferior solutions). In 1968, Z. Johnsen propo
ehensive definition of multiobjective problems and substantially advanced the development of MOP solu
ll, multiobjective optimization has been under development for almost 70 years, from V. Pareto to Z. Johnsen
4, David Schaffer first proposed combining evolutionary algorithms with MOPs[34]. In 1989, the Pareto th
originated in economics, was introduced to multiobjective evolutionary algorithms[35]. Since then, a large
multiobjective evolutionary algorithms have been proposed, including the first generation of multiobjective
ary algorithms MOGA[36], NSGA[37], NPGA[38], the second-generation multiobjective evolution algor
[39], PESA[40], PESA-II[41], SPEA[42], SPEA2[43], and NSGA-II[44]. Currently, research on multio
ptimization algorithms is in its third generation. Experts and scholars worldwide have improved the ex
thms and proposed new algorithm frameworks, such as the multiobjective evolutionary algorithm frame

/D based on decomposition technology[45], the nondominated neighborhood immune algorithm NNIA[4
bjective evolution based on an adaptive differential evolution algorithm[47], and an improved decompos
multiobjective evolutionary algorithm[48].
OEAs can obtain better performance and more satisfactory results when solving optimization problems
objectives. However, when these algorithms are applied to high-dimensional multiobjective problems
than three objective functions), their performances degrade to varying degrees, and their space-time com
reases rapidly. With the rapid development of information technology, the complexity of many proble
sing, and a large number of high-dimensional optimization problems have emerged. The need for more i
udy of high-dimensional multiobjective evolutionary algorithms is imminent, and many scholars have al
researching many-objective evolutionary algorithms (MaOEAs) based on traditional MOEAs. How to

imensional MOPs using multiobjective evolutionary algorithms remains a difficult and popular topic in the
imization. The existing solutions can be divided into four categories: loose Pareto dominance (MOEA
strategy, decomposition technology (MOEA/D), and full ranking strategy.
nerally, multiobjective search algorithms are based on simpler single-objective algorithms. Multiple o
f the original problem are scalarized using specific weight vectors, and single-objective problems are s

component search methods. Based on this premise, to improve the performance of multiobjective optimiz
thms, the multiobjective problem can be fully characterized by a series of related fitness landscapes. The ch
cs of the MOPs are reflected via specific weight vectors. There are abundant solutions for landscape know
ed by multiobjective optimization problems, and many representation and analysis methods commonly
ingle-objective problems are equally applicable to multiobjective problems. In addition, the methods of si
ive landscape analysis can be directly used to study the multi-objective algorithms, which are compos
s single-objective optimization methods. The goal of this paper is to use comprehensive solution appro

btain knowledge regarding fitness landscape features to guide the design of more effective multiobjectiv
ms. The related works on fitness landscape representation and analysis methods are discussed in the follo
t. These methods can be used to visualize the landscape features of both single- and multi-objective optimiz
ms to obtain useful information regarding multiobjective problem instances.
itness landscape ruggedness

ndscape ruggedness refers to the number and distribution of local optima in a landscape. Entropy measure
nformation theory method proposed by Vassilev et al., and entropy is a measure of the uncertainty of the op

value of a local fitness landscape[49]. Samples of fitness values on the landscape are obtained by ran
ime series. Then, the samples are coded into a certain symbol sequence, and the entropy is measured. Th
of the landscape ruggedness problem is this sample entropy; the basic idea is to use the entropy measure

lyze the ruggedness of the landscape. Entropy was initially often used to study the smoothness, ruggedness
lity of discrete landscape topologies and was later applied to real-valued problems[50]. The ruggedness fea
oth landscapes have almost the same fitness value, while in local fitness landscapes, the differences in the fi
of neighboring individuals tend to lie along the same direction or slope. In local fitness landscapes and in r
apes, the fitness values of neighboring individuals change simultaneously in two directionssimilar to the
hanges among mountain peaks and canyons. This type of rugged landscape features shapes such as mou

. In a neutral landscape, the current individuals have the same fitness values as their neighbors. Reidys
d that a considerable number of adjacent solutions are neutral and their discrete landscapes are also consi
l[51]. Neutrality is a landscape feature that is often overlooked, but it has a profound impact on search algor
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e number and distribution of local optima[52]. During the search process, when a population is evolving thr
ral fitness landscape, the fitness values do not change, which can easily be mistaken for convergence to a
um. In this situation, the population seems to be stagnant, but it may simply be that the population is cro
ral landscape area. A neutral landscape is not the same as a smooth landscape: features such as plateau
may still be present in a neutral landscape.

troducing a time series of random walks traversing the landscape search space is the typical approach us
e landscape ruggedness. The fitness values {𝑓𝑡}𝑛𝑡=0 corresponding to the time series represent the overall fi
ath and can be used to extract landscape topological feature information. The time series string can be expr
)=𝑠1𝑠2𝑠3… 𝑠𝑛, with 𝑠𝑖 ∈ {1̄, 0, 1} , where the combinations of 1̄s, 0s, and 1s in the set represent nine pos
of path classifications for rough, smooth, and neutral landscapes during the time series of random walks.
ing function for the time series of a random walk is defined as follows:
𝑠𝑖 = Ψ𝑓𝑖 (𝑖, 𝜀) = 1̄, if 𝑓𝑖 − 𝑓𝑖−1 < −𝜀

= 0, if ∣ 𝑓𝑖 − 𝑓𝑖−1 ∣≤ 𝜀
= 1, if 𝑓𝑖 − 𝑓𝑖−1 > 𝜀

e accuracy with which the string S(𝜀) can be calculated is determined by the real number parameter 𝜀, w
ect changes in the fitness values of neighboring individuals. Simultaneously, the sensitivity of different fi
on the random walk time series is also determined by 𝜀. Based on the above definition of the encoding fun
random walk time series string, the information entropy of the landscape ruggedness is defined as follows
H(𝜀) ∶= −

∑
𝑚≠𝑛

𝑃[𝑚𝑛]𝑙𝑜𝑔6𝑃[𝑚𝑛]

6 in the mathematical expression is set as the base of the logarithm because the two rough landscapes fea
trality (0 0) and smoothness (1 1, -1 -1) are removed in the coding classification of eight time series. 𝑃[d as follows:

𝑃[𝑚𝑛] =
𝑙[𝑚𝑛]

l

l is the path length of the time series string S(𝜀), 𝑙[𝑚𝑛] is the length of the subsequence mn in the time series
[𝑚𝑛] is the relative probability that the subsequence mn appears in the time series string S(𝜀). Therefore, H
formation entropy measurement of the unequal continuous coding symbol mn.
e information entropy method described above determines the range of the local ruggedness landscape bas

ndom walk strategy. To ensure that the global fitness landscape ruggedness features are more widely expr
alyzed, the landscape features are reduced to a single scalar value used to represent the ruggedness. Th
simplifies the analysis of problems with different characteristics. When the distribution of the different v

ulated and analyzed, the salient feature of each function is the maximum of H(𝜀). The point where the maxi
of H(𝜀) appears corresponds to the level of maximum difference in the landscape (e.g., the maximum amou
dness). To represent the global ruggedness landscape features of a test function, we use the following rugge
rement function for the ruggedness landscape fitness function:
𝑀𝑓 ∶= max

∀𝜀 ∈ [0, 𝜀∗]
{𝐻(𝜀)}

einforcement learning
e optimal probability distribution of the search strategy set is obtained from one or more features of the fi
ape, which is the goal when studying hybrid search strategies. In this paper, we use reinforcement lea
ign a hybrid strategy evolutionary algorithm. The hybrid reinforcement learning strategy is a Markov dec
s. In evolutionary algorithms, populations are regarded as agents, and fitness landscapes can be considered
nments. Thus, strategies learned from one fitness landscape can be applied to other, similar fitness landsc
e instant reward feedback of reinforcement learning, we adopt the convergence speed of the considered e
y algorithm. Because evolutionary algorithms are random algorithms, the next state is uncertain and dep
robability distribution. The probability that the population will move to the next-generation state and the re
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is determined by the current state and strategy, and the current strategy is determined by the current local fi
ape feature. Generally, a decision task can be expressed as a Markov decision process consisting of a s
S, a set of behaviors, A, a reward function, R(s,a), and a transition (transmission) function P(𝑠′ |s,a).
ecifically, a state space S=𝑠1, 𝑠2,… , 𝑠𝑛 and a set of behaviors A=𝑎1, 𝑎2,… , 𝑎𝑛 are given in step t. The reinf
earning agents obtain an observation point from the current state of the environment; usually, the rewards
ed in this observation point. Then, the most appropriate behavior is predicted by evaluating the reward for
le behavior in set A. Finally, after receiving the reward R(s,a), the agent transitions to a new state 𝑠′ determ
probability distribution P(𝑠′ |s,a). The strategy 𝜋=P(a|s) determines the distribution of each state. To deter
xt action taken by the agent and pick the highest Q value for each state, this greedy strategy is determin
policy 𝜋 is followed, the value of state-behavior 𝑄∗(s,a) can be estimated from the reward obtained by
e value of 𝑄∗(s,a) is calculated by the Bellman optimization equation (a dynamic programming equatio
s:
𝑄∗(s,a) = R(s,a) + 𝛾

∑
𝑠′

P(𝑠′ |s,a)max
𝑎′

𝑄∗(𝑠′ , 𝑎′ )

0<𝛾<1 is a discount factor that represents the uncertainty of the coding added to obtain a reward or to lim
aries that may otherwise grow indefinitely. Therefore, the goal of reinforcement learning agents is to acqui
strategy 𝜋, and strategies are mapped by agents into appropriate behaviors to maximize the expected rew

ed in the environment:
�̄�(𝑠) = 𝑎𝑟𝑔max

a
Q(s,a)

e above describes the optimal process when calculating 𝑄∗(s,a)(that is, maximizing the expected return)
first calculates 𝑄∗(s,a) to achieve the learning goal and then selects the behavior using a greedy strategy.
multiobjective problems, the ruggedness characteristics of adjacent landscapes can also be considered. In
rformance of different types of multiobjective local search algorithms is determined to some extent by the
ns between adjacent landscapes. To make the obtained optimal solution set when solving an MOP coi
he PF as much as possible, the goals are to avoid wasting search resources on decision variables that have
impacts on the objective function and to reduce the search redundancy. To accomplish these goals, this
uces a measure of the ruggedness of landscapes using information entropy. For an MOP, the quantitative r
ion and the analysis of the landscape ruggedness features help guide the search strategy to determine the s
t of the objective function; consequently, our approach involves finding more effective search strategies to
.

oposed Approach
om one point to another in the search space, at least one objective function improves, and at least one othe
es worse; this relationship reflects the PF in multiobjective evolutionary algorithms[53]. None of these solu
ates the others, and all the sets of decision variables at the PF are equal. From a multiobjective perspe
Pareto-optimal solutions are also the global optimal of single-objective solutions. Generally, for a given co
ere is a weight vector for each Pareto-optimal solution, and scalarizing it means computing the global op
n for a single-objective problem. Therefore, the local optimal distributions have an effect on multiobje
ms, just as they do on single-objective objects. Generally, however, the different Pareto-optimal solutions a
optimal for the same single-objective landscape, which adds an additional consideration to the multiobje

ape. Therefore, the Pareto-optimal distribution is a different aspect of the landscape in a sense, rather tha
ptimal distribution pointing to a single point on the PF.
cause all the decision variables in most multiobjective evolutionary algorithms are treated equally, it is ea
search resources on decision variables that have only a small effect on the objective functions. We hope tha
le to design a multiobjective optimization algorithm that concentrates its search efforts on the decision vari

ave a large impact on the objective functions. In addition, the relationships between the decision variable
ive functions in real multiobjective problems are complex. Therefore, a multiobjective search strategy comb
ape ruggedness and reinforcement learning strategies is proposed in this paper. That is, through the rugge

e representation and the analysis methods of the fitness landscapes, we seek a more comprehensive represent
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relationship between the decision variables and objective functions in the search space. Then, the search we
ect the objective function are set to achieve more effective search strategies when solving MOPs. The des
strategy helps solve MOPs more effectively.
andscape ruggedness strategy

ithin the scope of evolutionary algorithms, landscape ruggedness is often used to describe the frequen
ations (ruggedness) in local fitness landscapes. To solve this problem, landscape ruggedness can be thoug
easure of the number and distribution of locally optimal solutions. The fitness landscape topology appea
h landscape when the fitness values corresponding to adjacent solutions in the search space are signific
nt and appears as a flat landscape without features similar to a basin when the opposite is true. There
ape ruggedness is closely related to the degree of changes in the fitness values of the optimization problem
simplify the analysis of landscape roughness, the object of the entropy measure analysis used in this section

fitness values corresponding to the three individual vectors in the search space, where the fitness values of
dual lie on the same path as one another. Whether the local topology landscape topology is neutral, smoo
dness is determined by whether the fitness values have equal error margins. Thus, if the error margin is red
ndscape fitness values become more sensitive to the differences, and the landscape tends to be more ru
rly, when the error margin is increased, the difference between the fitness values in the landscape bec
d, which allows landscape topologies such as very small steps or very shallow valleys to be considered sm
tral. We assume that the fitness value samples are obtained from the fitness landscape using a random
eries. Based on whether the error margin between two fitness values is the same, the feature coding is class
e information function is designed to estimate the entropy of the local landscape ruggedness. The inform
y function is used to analyze how the landscape ruggedness changes with the magnitude of the fitness
nce and then used to guide the search strategy of the difference algorithm and determine the optimal proba
ution in the hybrid mutation strategy, thereby effectively solving various optimization problems with constr
e random walk time series selection is approximately implemented as follows. First, an individual is rand

ed from the fitness landscape topology; then, all the neighborhoods of that individual are generated by mut
eighborhood is randomly selected and its fitness value is recorded; then, the fitness values of the new neig
individuals throughout the entire solution space are repeatedly selected and recorded. The discrete landsca
nt from the continuous fitness landscape because random individuals do not represent all possible sets of n

ods. Therefore, a population-based random walk strategy is introduced whose purpose is to define walks i
landscape of the search space using aggregated search paths.

r a population P={𝑥1, 𝑥2, . . . , 𝑥𝜔}, where each 𝑥𝑖={𝑥𝑖,1, 𝑥𝑖,2,… , 𝑥𝑖,𝑛} is a solution on ℜ𝑛 , we set the dime
constraints 𝐿𝑖(𝑋) ≤0, i=1, . . . , m and ℎ𝑗(𝑋) ≤0, j=1, . . . , p, and the number of random steps, StepSize, w

number of steps given by the range d of the constraint problems:
ep 1: Generate a vector matrix walk to store the random walk steps; then, initialize cout=0 and after rand
ing a starting position, perform walk[0] within the constraints.
ep 2: If cout<StepSize, randomly generate N_step in the search space whose dimension is i, satisfying N_step
ze] and walk[cout]𝑖=walk[cout]𝑖−1+step. If walk[cout]𝑖 is larger than the maximum constraint boundary o
space, then walk[cout]𝑖 =walk[cout]𝑖−1 -d, and count=count +1. Following this rule, the process is continu
d to ensure the randomness and uniform distribution of the individuals in the search space.
ep 3: Calculate the value of the autocorrelation function 𝜌(walk) according to Formula (1) in combination
ndom walk strategy in Step 2, sort them in ascending order, and express them as a sequence, 𝜌1, 𝜌2,… ,
repeated experiments, we defined the correlation coefficient as a stable value between 0.5 and 1.
ep 4: According to Formulas (2), (3), and (4), calculate the entropy 𝐻∗(𝜀) of the landscape information fo
ty-related individual fitness values under the random walk strategy:

𝐻∗(𝜀) =
𝑀𝑓∑𝑑

𝑠𝑡𝑒𝑝𝐻(𝜀𝜌)

𝑀𝑓 is the maximum value of 𝜀 in the parameter set H(𝜀), and H(𝜀𝜌) represents the ruggedness entropy me
autocorrelation-sensitive parameters under the random walk strategy. The adjustment of the roughness land
is method is based on the sensitive parameters of the time series of the random walk. Finally, the inform
y is obtained by calculating the relative probability of the occurrence of the time series, yielding the proba
ctive information entropy.
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ep 5: Normalize the processing:

𝜑 = 𝐻∗(𝜀)
𝜇 − 1

𝜇 is the population size in the local tness landscape, 𝜑 is the simplified observation feature value of the
landscape, taken as the number of optima in the fitness landscape observation, with 𝜑 ∈ [0,1] . Accordi

alysis and representation of the landscape features for the series of CEC 2005 test functions, 𝜑 being clos
ponds to a unimodal local fitness landscape; on the other hand, 𝜑 being close to 1 corresponds to a multim
tness landscape.
ferring to the landscape ruggedness expression and analysis methods above, if the fitness landscape cha
lightly when the weight vector is changed only slightly, then the multiobjective problem can be described
h landscape. In contrast, the rough multiobjective problem occurs when small changes made to the weight v
in large changes in the fitness landscape features. In the process of solving the optimal solution set of M
fficulty of finding other relative optimal solutions depends on the smoothness of the fitness landscape fea
oncept can be expressed more intuitively as follows: smoothness means that when a relatively optimal sol
on a specific landscape, another relatively optimal solution can be found in the nearby landscape. This s
ape characteristic influences the optimization algorithm to always try to find more feature information o
bjective problem from a relatively optimal solution.
einforcement learning strategy

inforcement learning is a Markov decision process. The following design methods can be adopted for reinf
learning strategies in MOPs: In the multiobjective algorithm, the population is considered as an agent, an

landscape is considered to be the agent’s environment. The strategies learned from each fitness landscap
lied to similar fitness landscapes. The instant reward feedback of reinforcement learning is defined as the s
vergence of each evolutionary algorithm. Because evolutionary algorithms are random algorithms whose
s uncertain, they depend upon a certain probability distribution. The reward value and the probability o
ation moving from the current state to a next-generation state depend on the current state and strategy, an
t strategy depends on the roughness characteristics of the current local fitness landscape. In the current
landscape, the specific strategy is as follows: If a faster convergence rate can be obtained when the popul
a certain strategy, then when the population faces a similar or the same local fitness landscape in the futur

bility of using that same strategy should be increased. Conversely, if the convergence speed slows becaus
ation adopts a certain strategy, then when the population faces that same or a similar local fitness landsca
ture, the probability of using that same strategy should be reduced.
sed on the above reinforcement learning strategy, the probability distribution of the combined fitness land

es and search mutation strategy is updated according to each individual’s fitness function and the reward-b
ck mechanism. Each individual in a subpopulation of a multiobjective problem can be classified as feasib

ible. The difference is that the feasible individuals belong to the PF solution set during the evolution proces
ve reward is obtained for a feasible individual in the reinforcement learning strategy, while infeasible indivi
propriately punished according to the following formula:

𝛿𝑓𝑖,𝑙,𝑘 =
⎧⎪⎨⎪⎩

0.5 + ( 𝑟𝑓𝑖,𝑙,𝑘∑𝑚
𝑖=1 𝑟𝑓𝑖,𝑙,𝑘

), i-th individual is feasible;

0.5 − (
1

𝑝𝑓𝑖,𝑙,𝑘
1∑𝑚

𝑖=1 𝑝𝑓𝑖,𝑙,𝑘

), i-th individual is infeasible.

𝛿 𝑓𝑖,𝑙,𝑘 is the fitness value reward of the i-th individual generated by the l-th mutation strategy in the
pulation, 𝑟𝑓𝑖,𝑙,𝑘 represents the fitness value of feasible individual 𝑥𝑖,𝑘 before reward, 𝑝𝑓𝑖,𝑙,𝑘 represents the fi
of feasible individual 𝑥𝑖,𝑘 before punishment, and m represents the number of individuals generated in th
ion strategy.

utation search strategy
cording to the characteristics of MOPs, the search strategy set of the LRMODE algorithm uses four imp

ion operators, namely, DE/rand/1/bin, DE/best/2/bin, DE/current-to-rand/1/bin, and DE/current-to-best/1
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E/rand/1/ bin mutation strategy randomly selects three different individual vectors from a subpopulation
e boundary conditions of the decision space to form new individuals: it has strong randomness, a large ran

dual values, a greater guarantee of population diversity, and can easily find the global optimal value. Wit
ion operator DE/best/2/bin, two different randomly selected vectors are combined during the mutation proce
rrent optimal individual vector. The current vector is involved in this mutation strategy, and the current op
dual vector is used as a reference standard to guide other individual vectors. Therefore, the DE/best/2/bin ope
e characteristics of small individual vector values and low population diversity and is often used to im
curacy and convergence speed of the algorithm. The DE/current-to-rand/1/bin and DE/current-to-best/
ion strategies no longer simply select randomly from the current search space vector; instead, they selec
t population vector based on random walks and autocorrelation. These vectors not only maintain popul
ity but also correlate with the fitness distance of the fitness topological structure. Therefore, the DE/curre
/bin and DE/current-to-best/1/bin m

n search strategies possess random diversity and do not easily fall into a local optimum when solving prob
e mutation search operator based on the traditional differential evolution algorithm can be expressed as S={𝑆
. The mathematical expressions of 𝑆𝐷𝑟𝑏 and 𝑆𝐷𝑏𝑏 are specifically defined as follows:

𝑣𝑔𝑖,𝑗,𝑘 =
⎧⎪⎨⎪⎩

𝑥(𝑔)𝑟1,𝑗,𝑘 + F ⋅ |𝑥(𝑔)𝑟2,𝑗,𝑘 − 𝑥(𝑔)𝑟3,𝑗,𝑘|, if 𝑥(𝑔)𝑟0,𝑗,𝑘 < 𝑙𝑗
𝑥(𝑔)𝑟1,𝑗,𝑘 − F ⋅ |𝑥(𝑔)𝑟2,𝑗,𝑘 − 𝑥(𝑔)𝑟3,𝑗,𝑘|, if 𝑥(𝑔)𝑟0,𝑗,𝑘 > 𝑢𝑗 ,
𝑥(𝑔)𝑟1,𝑗,𝑘 + F ⋅ |𝑥(𝑔)𝑟2,𝑗,𝑘 − 𝑥(𝑔)𝑟3,𝑗,𝑘|, otherwise

𝑙𝑗 and 𝑢𝑗 are respectively the upper and lower boundaries of each dimension of the trust space and 𝑥(𝑔)𝑟1,𝑗,𝑘 ,𝑥
𝑔)
3,𝑗,𝑘 are different individuals selected randomly from the Kth subpopulation.
𝑏𝑏: The DE/best/2/bin operator is used to implement mutation, which is calculated as follows:
𝑣(𝑔)𝑖,𝑗,𝑘 = 𝑥(𝑔)𝑏𝑒𝑠𝑡,𝑗,𝑘 + F ⋅ (𝑥(𝑔)𝑟1,𝑗,𝑘 − 𝑥(𝑔)𝑟2,𝑗,𝑘) + F ⋅ (𝑥(𝑔)𝑟3,𝑗,𝑘 − 𝑥(𝑔)𝑟4,𝑗,𝑘)

𝑥(𝑔)𝑏𝑒𝑠𝑡,𝑗,𝑘 is the optimal individual vector of the Kth subpopulation in the decision space 𝑥(𝑔)𝑟1,𝑗,𝑘, 𝑥(𝑔)𝑟2,𝑗,𝑘,𝑥(𝑔)𝑟3,𝑗,𝑘
are different vectors randomly selected from the Kth subpopulation.

rst, the rugged features of the information entropy value are extracted according to the relationship betwee
dness and the optimal value distribution in the fitness landscape. Then, the optimal probability distribut

ined from the characteristics of the rugged landscape to the algorithm search strategy set, and a differ
strategy based on the rugged landscape is designed. To facilitate the visual description, the search str

on the fitness landscape ruggedness proposed in this paper preferentially observes the local fitness lands
the landscape presents or approaches a multimodal distribution, the improved DE/rand/1/bin mutation str
s used to maintain the population diversity and avoid falling into a local optimum. When the landscape pre
roaches a unimodal distribution, the improved DE/best/2/bin mutation strategy 𝑆𝐷𝑏𝑏 is applied to improv
rgence speed and accuracy of the algorithm.
this way, the search mutation strategy based on the fitness landscape can be expressed as S={𝑠𝐷𝑐𝑟𝑏, 𝑠𝐷𝑐𝑏𝑏}matical expressions of 𝑠𝐷𝑐𝑟𝑏 and 𝑠𝐷𝑐𝑏𝑏 are described as follows:
𝑐𝑏𝑏: The DE/current-to-best/1/bin operator is used for mutation, and the current individuals randomly
h the fitness landscape and acquire autocorrelation features. The w-th optimal individual in the search
porarily stored. If the population diversity decreases in a later stage of the evolution process, the tempo
optimal individual is used as a reference standard to prevent premature convergence. The definition of 𝑠𝐷ows:

𝑣𝑔𝑖,𝑗,𝑘 =
⎧⎪⎨⎪⎩

𝑥(𝑔)𝑖,𝑗,𝑘 + F ⋅ |𝑥(𝑤)
𝑏𝑒𝑠𝑡,𝑗,𝑘 − 𝑥(𝑔)𝑖,𝑗,𝑘| + F ⋅ |𝑥(𝑔)𝑟1,𝑗,𝑘 − 𝑥(𝑔)𝑖,𝑗,𝑘|, if 𝑥(𝑔)𝑖,𝑗,𝑘 < 𝑙𝑗

𝑥(𝑔)𝑖,𝑗,𝑘 − F ⋅ |𝑥(𝑤)
𝑏𝑒𝑠𝑡,𝑗,𝑘 − 𝑥(𝑔)𝑖,𝑗,𝑘| − F ⋅ |𝑥(𝑔)𝑟1,𝑗,𝑘 − 𝑥(𝑔)𝑖,𝑗,𝑘|, if 𝑥(𝑔)𝑖,𝑗,𝑘 > 𝑢𝑗 ,

𝑥(𝑔)𝑖,𝑗,𝑘 + F ⋅ |𝑥(𝑤)
𝑏𝑒𝑠𝑡,𝑗,𝑘 − 𝑥(𝑔)𝑖,𝑗,𝑘| + F ⋅ |𝑥(𝑔)𝑟1,𝑗,𝑘 − 𝑥(𝑔)𝑖,𝑗,𝑘|, otherwise

𝑙𝑗 and 𝑢𝑗 are respectively the upper and lower boundaries of each dimension in the trust space, 𝑥(𝑔)𝑟1,𝑗,𝑘, 𝑥
(𝑔)
𝑟3,𝑗,𝑘 are different individuals randomly selected from the Kth subpopulation, and 𝑥(𝑤)

𝑏𝑒𝑠𝑡,𝑗,𝑘 is the w-th op
dual randomly selected from the search space.
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𝑟𝑏: The DE/current-to-rand/1/bin operator is used to implement mutation. This mutation strategy is desc
ows:

𝑣𝑔𝑖,𝑗,𝑘 =
⎧⎪⎨⎪⎩

𝑥(𝑔)𝑖,𝑗,𝑘 + F ⋅ |𝑥(𝑔)𝑟1,𝑗,𝑘 − 𝑥(𝑔)𝑖,𝑗,𝑘| + F ⋅ |𝑥(𝑔)𝑟2,𝑗,𝑘 − 𝑥(𝑔)𝑟3,𝑗,𝑘|, if 𝑥(𝑔)𝑖,𝑗,𝑘 < 𝑙𝑗
𝑥(𝑔)𝑖,𝑗,𝑘 − F ⋅ |𝑥(𝑔)𝑟1,𝑗,𝑘 − 𝑥(𝑔)𝑖,𝑗,𝑘| − F ⋅ |𝑥(𝑔)𝑟2,𝑗,𝑘 − 𝑥(𝑔)𝑟3,𝑗,𝑘|, if 𝑥(𝑔)𝑖,𝑗,𝑘 > 𝑢𝑗 ,
𝑥(𝑔)𝑖,𝑗,𝑘 + F ⋅ |𝑥(𝑔)𝑟1,𝑗,𝑘 − 𝑥(𝑔)𝑖,𝑗,𝑘| + F ⋅ |𝑥(𝑔)𝑟2,𝑗,𝑘 − 𝑥(𝑔)𝑟3,𝑗,𝑘|, otherwise

𝑙𝑗 and 𝑢𝑗 are respectively the upper and lower boundaries of each dimension of the search space and 𝑥

and 𝑥(𝑔)𝑟3,𝑗,𝑘 are different individuals randomly selected from the Kth subpopulation.
he LRMODE algorithm

e specific operation of the LRMODE algorithm is as follows:
ep 1: The set of mutation search strategies can be expressed as 𝑆𝑚={𝑠𝐷𝑟𝑏,𝑠𝐷𝑏𝑏,𝑠𝐷𝑐𝑟𝑏,𝑠𝐷𝑐𝑏𝑏} , where m repre
h mutation strategy. In addition, 𝑆𝑖 (i =1, 2., ⋯, m) is also used to indicate the probability of each mut
y being selected. The average probability of the search mutation operator 𝛽𝑙 is calculated as follows:

𝛽𝑙 =
∑𝑚

𝑖=1 𝑆𝑚

𝑚

ep 2: The probability 𝜉𝑙 of using the operator in the hybrid mutation strategy is calculated as follows:

𝜉𝑙 =
𝛽𝑙∑𝑚
𝑖=1 𝛽𝑖

ep 3: The search mutation strategy probability distribution is generated as follows:
𝜋 = 𝛽1∕𝑆𝐹𝐿(𝑖)

𝑖

𝑆𝐹𝐿(𝑖) refers to the fitness landscape ruggedness strategy, 𝑆𝐹𝐿(𝑖) = {𝜛𝐹𝐷𝐶 ,𝜛𝑟𝐹𝐷
,𝜛𝜌,𝜛𝐻∗(𝜀),. . . }.

ep 4: Update the optimal probability distribution of the search mutation strategy in the combined fitness land
the reward and punishment mechanism in the reinforcement learning strategy.
ep 5: Complete the reorganization, crossover, and selection stages according to the standard differential evol
thm.
ithm 1 :The general framework of the proposed LRMODE
pulation ← Initialization: NP, F, CR and Maximum generation 𝐺𝑚𝑎𝑥.

alculate the fitness value, fit(i)=F(𝑋𝑖) // i = 1,2, ⋯, M
hile termination condition is not met do

Perform Landscape ruggedness strategy;
Perform Mixed search strategy;
Perform Reinforcement Learning strategy;
for 𝑖 ← 1𝑡𝑜𝑁𝑃 do

Perform Mutation operator;
Perform Crossover operator;
Perform Selection operator;

end for
d while

utput the best nondominated solutions

this point, the multi-objective optimization algorithm (LRMODE) based on the combined fitness landscap
complete. This algorithm first extracts the fitness value of the correlation features of the multiobjective pro
en classifies it based on the value of the random walk autocorrelation function. Finally, the landscape rugge
ation entropy is used to quantify the feature analysis and form a combined landscape strategy. To deter
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1: H(𝜀) of various 𝜀 on ZDT and DTLZ functions.

obability distribution of the multiobjective landscape features mapped to the algorithm search strategy se
rcement learning strategy is introduced. Thus, a multiobjective differential evolution algorithm combinin
landscape and the hybrid search strategy is designed. Algorithm 1 presents the general framework of LRMO

xperimental Study
verify the performance of the multiobjective differential evolution algorithm based on the integration of fi

ape ruggedness and reinforcement learning strategies, this section evaluates the performance of the classic m
ive optimization algorithm through experiments. The test function selects a set of two-objective problem
en widely adopted in the multi-objective field: the ZDT[54] and DTLZ[44] series of test functions. The
was compiled by Zitzler et al. in 2000. The ZDT series includes five problems, ZDT1 - ZDT4 and ZDT
widely used multi-objective test problems, the Pareto fronts are characteristically bumpy, with multiple p
perimental parameters of the functions were reported in [44].
epresentation and analysis of ruggedness landscape
determine the potential relationship between the characteristics of rough landscapes and the algorithm s
y, we analyzed the ZDT[54] and DTLZ[44] series using the fitness landscape ruggedness characteristics.

tropy value of the landscape ruggedness information is calculated. Then, the relationship between the topolo
features and the optimal solution is further analyzed. During the initialization, the random walk was set to 1
and 30 independent random walks were performed for each test function. These random walk steps were
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able 1
𝑓 for 10-Dimensional Functions.

ZDT 𝑀𝑓

ZDT1 0.46
ZDT2 0.40
ZDT3 0.63
ZDT4 0.43
ZDT6 0.52

Table 2
𝑀𝑓 for 30-Dimensional Functions.

ZDT 𝑀𝑓

ZDT1 0.46
ZDT2 0.49
ZDT3 0.56
ZDT4 0.54
ZDT6 0.49

able 3
𝑓 for 2-Objectives Functions.

ZDT 𝑀𝑓

ZDT1 0.63
ZDT2 0.66
ZDT3 0.75
ZDT4 0.42
ZDT5 0.59
ZDT6 0.69

Table 4
𝑀𝑓 for 3-Objectives Functions.

ZDT 𝑀𝑓

ZDT1 0.77
ZDT2 0.64
ZDT3 0.74
ZDT4 0.34
ZDT5 0.77
ZDT6 0.71

ulate the information stability measure (𝜀∗) of each test function. The symbol 𝜀∗ denotes the minimum
𝜀 and is used as the upper limit of the sensitive range. Below this value, landscape features become smoo
andom walk, H(𝜀) is calculated to increase the value of 𝜀. The value of H(𝜀) is critical for characterizin
dness of the fitness landscape. To compare the test functions across a greater variety of different range fi
, in this section, based on the specified test function, we defined nine parameter values (0, 𝜀∗/128, 𝜀∗/64, 𝜀
𝜀∗/8, 𝜀∗/4, 𝜀∗/2 and 𝜀∗). For these 9 parameter values, the selected �̄�(𝜀) is the average of 30 random wal

gure 1 shows an illustration of the change in information entropy obtained on the test functions of the ZDT
series with different parameters. The left and right sides of the figure show the effects of the entropy trajecto

ugh landscape information in different dimensions for the random walk time series. The two results of the 1
ensions of the function ZDT and the individual dimensions of the function DTLZ are calculated accordi
erent values of the target number K. Based on fitness landscape ruggedness theory, the changes in inform

y reflect the degree of ruggedness of the local fitness landscape. Thus, the information entropy value c
o guide the algorithm to adopt a suitable search strategy. The results of the information entropy analysis of
bjective functions are similar to the results of a single-objective problem. The H(𝜀) value is in the range
rves as an estimate of the fitness landscape topological features in the search space based on a random
gh information entropy analysis, the local landscape ruggedness characteristics are obtained. After param
ment by trial and error, we found that the closer �̄�(𝜀) is to 1, the rougher the landscape of the test functi
onclusion helps in designing the landscape strategy for the optimization problem. For multiobjective prob
enting and analyzing the landscape ruggedness information entropy can be used to help design search strate
ndscape features are reduced to a single scalar value that represents the ruggednessthat is, the maximum val
ormation entropy. As shown in Tables 1 to 4 below, these quantitative results represent the maximum diffe
n the landscape and the global ruggedness of the landscape features. This knowledge is expected to aid fu
is of problems with different features.
e above analysis method using information entropy depends on the local ruggedness landscape based on a
alk strategy. Through this analysis, the ruggedness features of the global fitness landscape are reduced t
sed as a single scalar value that represents the ruggedness. The ruggedness characteristics of neighbor
apes can also be considered in multiobjective problems. In fact, the performances of different types of m
ive local search algorithms are partly determined by the correlations between adjacent landscapes. To ob
n set as close as possible to the optimal solution set or to coincide with the PF when solving MOPs, we sh

wasting search resources on decision variables that have little impact on the objective functions, and redu
es should be reduced. Quantitative analysis and representation of landscape ruggedness features can be us
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search strategies in MOPs to determine the search weights of the objective functions. Using this approach,
ve search strategies can be designed when solving MOPs.
omparative analysis of algorithms

e compared the experimental results of our proposed LRMODE algorithm with those of five classic algori
y, NSGA-II[54], SPEA2[42], GDE3[54], MOEA/D[45] and DBEA[55]. To more comprehensively evalua
rgence of the LRMODE algorithm and the diversity and uniformity of the solution space distribution, we ad
nerational distance (GD)[56], hypervolume (HV)[42] and the inverted generational distance (IGD) propos
t al. and Zitzler et al. as metrics for the performance analysis[44, 57].
is section focuses on comparing the performance results of the LRMODE algorithm with those of classic m
ive optimization algorithms on the ZDT and DTLZ series of test functions. The ZDT results are listed in T
nd the DTLZ results are listed in Tables 10-14. The IGD, GD and HV performance indicators are calculate
est function. For each indicator, we adopt four measurements: best, worst, mean and standard deviation (
RMODE algorithm proposed in this chapter was applied to the 10 multiobjective test functions and com
he results of five classic algorithms: NSGA-II, SPEA2, GDE3, MOEA/D and DBEA. As Tables 7, 8, 9 an
on ZDT3, ZDT4, ZDT6 and DTLZ7, the result obtained by the LRMODE algorithm for the HV indica
than those obtained by the other algorithms. This indicates that the convergence and solution distribution o
DE algorithm are generally better. Tables 5 and 10 show that on ZDT1 and DTLZ1, the LRMODE algo

for GD is smaller than those of the other algorithms. Table 13 shows that on DTLZ2, the LRMODE algo

Table 5
Computational result of comparing algorithms on ZDT1.

Indicators NSGAII SPEA2 GDE3 DBEA MOEA/D LRMODE

IGD

Best 4.47E-03 3.86E-03 3.68E-03 8.00E-03 3.87E-03 3.88E-03
Worst 5.03E-03 4.04E-03 3.75E-03 1.61E-02 3.91E-03 4.37E-03
Mean 4.71E-03 3.94E-03 3.72E-03 1.11E-02 3.88E-03 3.71E-03
Std. 1.52E-04 5.00E-05 1.90E-05 2.05E-03 8.00E-06 1.09E-04

GD

Best 1.07E-04 1.01E-04 8.20E-05 6.96E-04 3.80E-05 4.20E-05
Worst 2.65E-04 2.15E-04 1.74E-04 1.57E-03 1.04E-04 5.80E-05
Mean 1.81E-04 1.73E-04 1.15E-04 1.05E-03 5.60E-05 4.40E-05
Std. 4.70E-05 2.20E-05 2.70E-05 2.34E-04 1.80E-05 3.00E-06

HV

Best 6.61E-01 6.62E-01 6.62E-01 6.53E-01 6.62E-01 6.62E-01
Worst 6.60E-01 6.61E-01 6.62E-01 6.40E-01 6.61E-01 6.61E-01
Mean 6.60E-01 6.62E-01 6.62E-01 6.48E-01 6.61E-01 6.62E-01
Std. 2.37E-04 1.18E-04 1.70E-05 3.26E-03 5.70E-05 1.47E-04

Table 6
Computational result of comparing algorithms on ZDT2.

Indicators NSGAII SPEA2 GDE3 DBEA MOEA/D LRMODE

IGD
Best 4.45E-03 3.84E-03 3.80E-03 7.35E-03 3.81E-03 3.80E-03
Worst 5.01E-03 4.00E-03 3.91E-03 1.90E-01 3.82E-03 4.02E-03
Mean 4.69E-03 3.91E-03 3.85E-03 2.44E-02 3.81E-03 3.83E-03
Std. 1.35E-04 4.40E-05 2.60E-05 3.83E-02 3.00E-06 5.70E-05

GD
Best 8.00E-05 4.70E-05 4.20E-05 5.29E-04 4.60E-05 4.20E-05
Worst 1.90E-04 1.43E-04 5.20E-05 4.86E-03 5.50E-05 1.37E-04
Mean 1.25E-04 7.80E-05 5.60E-05 1.74E-03 5.00E-05 5.00E-05
Std. 2.70E-05 2.50E-05 3.00E-06 9.32E-04 2.00E-06 2.00E-05

HV
Best 3.28E-01 3.29E-01 3.29E-01 3.20E-01 3.28E-01 3.28E-01
Worst 3.27E-01 3.28E-01 3.29E-01 1.54E-01 3.28E-01 3.28E-01
Mean 3.28E-01 3.28E-01 3.29E-01 3.00E-01 3.28E-01 3.28E-01
Std. 1.63E-04 8.60E-05 2.10E-05 3.42E-02 3.40E-05 9.10E-05
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Table 7
Computational result of comparing algorithms on ZDT3.

Indicators NSGAII SPEA2 GDE3 DBEA MOEA/D LRMODE

IGD
Best 3.08E-03 2.94E-03 2.67E-03 7.21E-03 6.44E-03 3.61E-03
Worst 3.59E-03 3.29E-03 2.79E-03 3.54E-02 6.61E-03 3.97E-03
Mean 3.32E-03 3.11E-03 2.72E-03 1.06E-02 6.54E-03 3.75E-03
Std. 1.27E-04 9.20E-05 3.50E-05 5.82E-03 4.40E-05 1.06E-04
Best 1.97E-04 1.96E-04 1.72E-04 6.28E-04 2.14E-04 1.71E-04

GD
Worst 2.25E-04 2.37E-04 2.07E-04 1.31E-03 2.42E-04 2.18E-04
Mean 2.11E-04 2.17E-04 1.91E-04 9.34E-04 2.25E-04 1.91E-04
Std. 1.00E-05 1.00E-05 8.00E-06 1.55E-04 7.00E-06 1.30E-05
Best 5.16E-01 5.16E-01 5.16E-01 5.08E-01 5.14E-01 5.16E-01

HV
Worst 5.15E-01 5.16E-01 5.16E-01 4.96E-01 5.14E-01 5.16E-01
Mean 5.15E-01 5.16E-01 5.16E-01 5.02E-01 5.14E-01 5.16E-01
Std. 1.00E-04 5.00E-05 1.30E-05 2.79E-03 5.60E-05 1.68E-04

Table 8
Computational result of comparing algorithms on ZDT4.

Indicators NSGAII SPEA2 GDE3 DBEA MOEA/D LRMODE

IGD
Best 2.55E-01 1.25E-01 3.69E-03 2.56E-01 2.55E-01 3.88E-03
Worst 1.27E+00 1.27E+00 3.78E-03 1.43E+00 3.07E+00 3.89E-01
Mean 4.88E-01 6.38E-01 3.74E-03 8.39E-01 1.43E+00 8.55E-02
Std. 2.14E-01 2.88E-01 2.20E-05 3.52E-01 8.04E-01 1.22E-01

GD
Best 2.59E-02 1.27E-02 8.30E-05 2.49E-02 2.49E-02 4.10E-05
Worst 1.41E-01 1.47E-01 1.67E-04 1.54E-01 3.14E-01 3.76E-02
Mean 5.18E-02 7.16E-02 1.28E-04 8.67E-02 1.43E-01 8.11E-03
Std. 2.41E-02 3.39E-02 2.70E-05 3.86E-02 8.31E-02 1.20E-02

HV
Best 3.40E-01 4.95E-01 6.62E-01 3.39E-01 3.41E-01 6.62E-01
Worst 0.00E+00 0.00E+00 6.62E-01 0.00E+00 0.00E+00 2.09E-01
Mean 1.65E-01 1.13E-01 6.62E-01 6.27E-02 3.34E-02 5.58E-01
Std. 9.69E-02 1.40E-01 1.70E-05 9.23E-02 8.43E-02 1.48E-01

Table 9
Computational result of comparing algorithms on ZDT6.

Indicators NSGAII SPEA2 GDE3 DBEA MOEA/D LRMODE

IGD
Best 3.44E-03 2.95E-03 2.95E-03 5.10E-02 2.60E-03 2.98E-03
Worst 4.82E-03 3.73E-03 3.47E-03 1.23E-01 2.64E-03 3.11E-03
Mean 3.99E-03 3.32E-03 3.24E-03 9.00E-02 2.62E-03 3.04E-03
Std. 3.58E-04 1.79E-04 1.24E-04 1.75E-02 8.00E-06 3.70E-05

GD
Best 4.97E-04 5.06E-04 5.08E-04 5.78E-03 5.25E-04 5.26E-04
Worst 5.91E-04 5.63E-04 5.69E-04 1.30E-02 5.37E-04 5.35E-04
Mean 5.47E-04 5.37E-04 5.36E-04 8.94E-03 5.33E-04 5.32E-04
Std. 2.10E-05 1.80E-05 1.70E-05 1.87E-03 3.00E-06 5.00E-06

HV
Best 4.00E-01 4.01E-01 4.01E-01 3.34E-01 4.01E-01 4.01E-01
Worst 3.99E-01 4.00E-01 4.01E-01 2.75E-01 4.01E-01 4.01E-01
Mean 4.00E-01 4.00E-01 4.01E-01 3.05E-01 4.01E-01 4.01E-01
Std. 1.81E-04 1.20E-04 1.70E-05 1.55E-02 1.00E-06 2.21E-04

for both IGD and HV are smaller than those of the other algorithms. Finally, Table 14 shows that on DT
MODE algorithm result for HV is smaller than those of the other algorithms. We can conclude that ov
MODE algorithm outperforms the other five algorithms. The IGD values of LRMODE on the test func

, ZDT4, ZDT6, DTLZ3, DTLZ4, and DTLZ7 are all larger than those of the other algorithms, which show
MODE algorithm does not have good convergence performance; however, its solution distribution is still b
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Table 10
Computational result of comparing algorithms on DTLZ1.

Indicators NSGAII SPEA2 GDE3 DBEA MOEA/D LRMODE

IGD
Best 4.11E-03 3.73E-03 2.81E-03 7.66E-03 3.61E-03 3.59E-03
Worst 4.84E-03 4.52E-03 4.64E-03 1.55E+00 3.61E-03 3.91E-03
Mean 4.49E-03 3.76E-03 3.74E-03 4.27E-01 3.61E-03 3.60E-03
Std. 1.81E-04 4.75E-04 4.72E-04 4.91E-01 1.00E-06 9.40E-05

GD
Best 3.79E-04 3.60E-04 3.60E-04 1.12E-03 4.16E-04 3.36E-04
Worst 4.65E-04 1.59E+00 4.90E-04 7.83E-01 4.17E-04 4.16E-04
Mean 4.23E-04 1.07E-01 4.24E-04 3.01E-01 4.26E-04 4.16E-04
Std. 2.40E-05 3.98E-01 3.60E-05 2.66E-01 0.00E+00 9.00E-06

HV
Best 4.95E-01 4.95E-01 4.95E-01 4.87E-01 4.95E-01 4.95E-01
Worst 4.92E-01 4.94E-01 4.95E-01 0.00E+00 4.95E-01 4.95E-01
Mean 4.93E-01 4.95E-01 4.95E-01 2.38E-01 4.95E-01 4.95E-01
Std. 4.75E-04 2.38E-04 3.00E-05 1.98E-01 0.00E+00 2.28E-04

Table 11
Computational result of comparing algorithms on DTLZ2.

Indicators NSGAII SPEA2 GDE3 DBEA MOEA/D LRMODE

IGD
Best 4.08E-03 3.82E-03 3.70E-03 4.11E-03 4.13E-03 3.60E-03
Worst 5.17E-03 4.27E-03 4.13E-03 4.46E-03 4.16E-03 4.12E-03
Mean 4.69E-03 4.04E-03 4.93E-03 4.20E-03 4.15E-03 4.14E-03
Std. 3.01E-04 1.62E-04 1.34E-04 8.90E-05 1.00E-05 6.30E-05

GD
Best 8.92E-04 1.04E-03 9.51E-04 1.16E-03 1.21E-03 1.21E-03
Worst 1.10E-03 1.11E-03 1.02E-03 1.23E-03 1.22E-03 1.02E-03
Mean 1.01E-03 1.07E-03 9.78E-04 1.21E-03 1.21E-03 1.21E-03
Std. 5.30E-05 1.90E-05 1.80E-05 1.40E-05 3.00E-06 2.00E-06

HV
Best 2.10E-01 2.10E-01 2.11E-01 2.10E-01 2.10E-01 2.10E-01
Worst 2.09E-01 2.10E-01 2.11E-01 2.09E-01 2.10E-01 2.11E-01
Mean 2.09E-01 2.10E-01 2.10E-01 2.10E-01 2.10E-01 2.10E-01
Std. 1.80E-04 7.40E-05 2.60E-05 1.82E-04 1.00E-06 8.00E-05

Table 12
Computational result of comparing algorithms on DTLZ3.

Indicators NSGAII SPEA2 GDE3 DBEA MOEA/D LRMODE

IGD
Best 4.41E-03 3.81E-03 3.39E-03 9.35E+00 4.20E-03 4.25E-03
Worst 6.36E-03 6.13E-03 4.37E-03 5.65E+01 4.69E-03 6.61E-03
Mean 5.02E-03 4.60E-03 3.80E-03 2.27E+01 4.30E-03 4.88E-03
Std. 5.36E-04 5.91E-04 2.22E-04 9.49E+00 1.17E-04 6.97E-04

GD
Best 8.43E-04 9.35E-04 9.40E-04 2.95E+00 1.19E-03 1.13E-03
Worst 1.09E-03 1.12E-03 1.02E-03 2.29E+01 1.26E-03 1.30E-03
Mean 9.92E-04 1.05E-03 9.84E-04 1.17E+01 1.21E-03 1.22E-03
Std. 6.30E-05 5.00E-05 1.80E-05 4.23E+00 1.60E-05 3.90E-05

HV
Best 2.10E-01 2.10E-01 2.11E-01 0.00E+00 2.10E-01 2.19E-01
Worst 2.04E-01 2.05E-01 2.11E-01 0.00E+00 2.09E-01 2.03E-01
Mean 2.08E-01 2.08E-01 2.11E-01 0.00E+00 2.10E-01 2.07E-01
Std. 1.33E-03 1.36E-03 2.10E-05 0.00E+00 2.59E-04 1.71E-03

hose of the comparison algorithms. Therefore, the multiobjective differential evolution algorithm based o
nation of fitness landscape and hybrid search strategy proposed in this paper improves the solutions for the
TLZ problem sets, especially in terms of solution convergence, search space mapping distribution and redu
rch redundancy.
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Table 13
Computational result of comparing algorithms on DTLZ4.

Indicators NSGAII SPEA2 GDE3 DBEA MOEA/D LRMODE

IGD
Best 4.10E-03 3.76E-03 3.49E-03 4.13E-03 4.14E-03 4.12E-03
Worst 7.54E-01 7.54E-01 4.08E-03 7.54E-01 7.54E-01 7.54E-01
Mean 1.55E-01 5.41E-02 3.74E-03 1.17E-01 5.42E-02 1.54E-01
Std. 3.00E-01 1.87E-01 1.68E-04 2.68E-01 1.87E-01 3.00E-01

GD
Best 3.00E-06 3.00E-06 9.61E-04 3.00E-06 3.00E-06 3.00E-06
Worst 1.08E-03 1.10E-03 1.02E-03 1.24E-03 1.21E-03 1.22E-03
Mean 7.92E-04 9.84E-04 9.88E-04 1.03E-03 1.13E-03 9.72E-04
Std. 4.00E-04 2.64E-04 1.60E-05 4.30E-04 3.02E-04 4.84E-04

HV
Best 2.10E-01 2.10E-01 2.11E-01 2.10E-01 2.10E-01 2.10E-01
Worst 0.00E+00 0.00E+00 2.11E-01 0.00E+00 0.00E+00 0.00E+00
Mean 1.68E-01 1.96E-01 2.11E-01 1.78E-01 1.96E-01 1.68E-01
Std. 8.38E-02 5.24E-02 2.10E-05 7.50E-02 5.24E-02 8.40E-02

Table 14
Computational result of comparing algorithms on DTLZ7.

Indicators NSGAII SPEA2 GDE3 DBEA MOEA/D LRMODE

IGD
Best 3.31E-03 3.09E-03 2.90E-03 6.23E-03 4.76E-03 3.46E-03
Worst 4.30E-03 3.82E-03 3.22E-03 1.03E-02 3.73E-01 3.72E-01
Mean 3.80E-03 3.43E-03 3.09E-03 8.02E-03 2.94E-02 7.77E-02
Std. 2.32E-04 1.79E-04 1.10E-04 1.12E-03 9.17E-02 1.47E-01

GD
Best 4.74E-04 4.89E-04 4.76E-04 7.70E-04 2.90E-04 2.92E-04
Worst 7.83E-04 5.78E-04 5.03E-04 1.29E-03 5.41E-04 5.02E-04
Mean 5.37E-04 5.18E-04 4.90E-04 9.42E-04 5.20E-04 4.90E-04
Std. 9.60E-05 2.10E-05 7.00E-06 1.46E-04 6.20E-05 1.02E-04

HV
Best 3.30E-01 3.30E-01 3.30E-01 3.24E-01 3.29E-01 3.30E-01
Worst 3.29E-01 3.30E-01 3.30E-01 3.17E-01 2.17E-01 3.37E-01
Mean 3.29E-01 3.30E-01 3.30E-01 3.21E-01 3.21E-01 3.31E-01
Std. 1.13E-04 6.20E-05 1.20E-05 1.83E-03 2.78E-02 4.50E-02

onclusion
multiobjective differential evolution algorithm (LRMODE) that combines landscape roughness and a reinf
learning strategy is proposed in this paper. In this algorithm, the unimodal or multimodal topology of the
ape is evaluated with a landscape fitness value corresponding to the information entropy of landscape rug
The optimal probability distribution of the algorithm search strategy set is determined by integrating reinf
earning. This search strategy set is then used to guide the search weights of search strategies and to desig

ment a multiobjective differential evolution algorithm that combines landscape ruggedness and reinforce
ng strategies. The experimental data analysis results show that the LRMODE algorithm is better than oth
ms at solving MOPs involving search redundancy and an imbalanced search space. Finally, the optimiz
s effectively improves LRMODE’s convergence performance.
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⚫ A fitness landscape ruggedness multi-objective differential evolution (LRMODE) algor

with a reinforcement learning strategy is proposed. 

⚫ Analyses the ruggedness of landscapes using information entropy to estimate whether the 

landscape has a unimodal or multimodal topology. 

⚫ Combines fitness landscape ruggedness with a reinforcement learning strategy to deter

the optimal probability distribution of the algorithm's search strategy set.  

⚫ The novel proposed LRMODE can ameliorate the problem of search redundancy and se

space mapping imbalances effectively improving the convergence of the search algor

during the optimization process. 
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